We develop a Ricardian trade model that incorporates realistic geographic features into general equilibrium. It delivers simple structural equations for bilateral trade with parameters relating to absolute advantage, to comparative advantage (promoting trade), and to geographic barriers (resisting it). We estimate the parameters with data on bilateral trade in manufactures, prices, and geography from 19 OECD countries in 1990. We use the model to explore various issues such as the gains from trade, the role of trade in spreading the benefits of new technology, and the effects of tariff reduction.
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## 1. Introduction

**Theories of International Trade** have not come to grips with a number of basic facts: (i) trade diminishes dramatically with distance; (ii) prices vary across locations, with greater differences between places farther apart; (iii) factor rewards are far from equal across countries; (iv) countries' relative productivities vary substantially across industries. The first pair of facts indicate that geography plays an important role in economic activity. The second pair suggest that countries are working with different technologies. Various studies have confronted these features individually, but have not provided a simple framework that captures all of them.

We develop and quantify a Ricardian model of international trade (one based on differences in technology) that incorporates a role for geography. The model captures the competing forces of comparative advantage promoting trade and of geographic barriers (both natural and artificial) inhibiting it. These geographic barriers reflect such myriad impediments as transport costs, tariffs and quotas, delay, and problems with negotiating a deal from afar.

The model yields simple expressions relating bilateral trade volumes, first, to deviations from purchasing power parity and, second, to technology and geographic barriers. From these two relationships we can estimate the parameters
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1 A previous version circulated under the title “Technology and Bilateral Trade.” NBER Working Paper No. 6253, November, 1997. Deepak Agrawal and Xiaokang Zhu provided excellent research assistance. We gratefully acknowledge the helpful comments of Zvi Eckstein and two anonymous referees as well as the support of the National Science Foundation.


3 Engel and Rogers (1996) and Crucini, Telmer, and Zachariadis (2001) explore the geographic determinants of deviations from the law of one price.
needed to solve the world trading equilibrium of the model and to examine how it changes in response to various policies.

Our point of departure is the Dornbusch, Fischer, and Samuelson (1977) two-country Ricardian model with a continuum of goods. We employ a probabilistic formulation of technological heterogeneity under which the model extends naturally to a world with many countries separated by geographic barriers. This formulation leads to a tractable and flexible framework for incorporating geographical features into general equilibrium analysis.

An additional feature of our model is that it can recognize, in a simple way, the preponderance of trade in intermediate products. Trade in intermediates has important implications for the sensitivity of trade to factor costs and to geographic barriers. Furthermore, because of intermediates, location, through its effect on input cost, plays an important role in determining specialization.4

We estimate the model using bilateral trade in manufactures for a cross-section of 19 OECD countries in 1990.5 The parameters correspond to: (i) each country’s state of technology, governing absolute advantage, (ii) the heterogeneity of technology, which governs comparative advantage, and (iii) geographic barriers. We pursue several strategies to estimate these parameters using different structural equations delivered by the model and data on trade flows, prices, geography, and wages.

Our parameter estimates allow us to quantify the general equilibrium of our model in order to explore numerically a number of counterfactual situations:

(i) We explore the gains from trade in manufactures. Not surprisingly, all countries benefit from freer world trade, with small countries gaining more than big ones. The cost of a move to autarky in manufactures is modest relative to the gains from a move to a “zero gravity” world with no geographic barriers.

(ii) We examine how technology and geography determine patterns of specialization. As geographic barriers fall from their autarky level, manufacturing shifts toward larger countries where intermediate inputs tend to be cheaper. But at some point further declines reverse this pattern as smaller countries can also buy intermediates cheaply. A decline in geographic barriers from their current level tends to work against the largest countries and favor the smallest.

(iii) We calculate the role of trade in spreading the benefits of new technology. An improvement in a country’s state of technology raises welfare almost everywhere. But the magnitude of the gains abroad approach those at home only in countries enjoying proximity to the source and the flexibility to downsize manufacturing.

4 Hummels, Rapoport, and Yi (1998) document the importance of trade in intermediates. Yi (forthcoming) discusses how trade in intermediates, which implies that a good might cross borders several times during its production, can reconcile the large rise in world trade with relatively modest tariff reductions. Krugman and Venables (1995) also provide a model in which, because of trade in intermediates, geography influences the location of industry.

5 We think that our model best describes trade in manufactures among industrial countries. For most of these countries trade in manufactures represents over 75 percent of total merchandise trade. (The exceptions are Australian exports and Japanese imports.) Moreover, the countries in our sample trade mostly with each other, as shown in the second column of Table I.
TABLE I
TRADE, LABOR, AND INCOME DATA

<table>
<thead>
<tr>
<th>Country</th>
<th>Imports % of Mfg. Spending</th>
<th>Imports from Sample as % of All Imports</th>
<th>Mfg. Wage (U.S. = 1)</th>
<th>Mfg. Labo (U.S. = 1)</th>
<th>Human-Capital Adj. Mfg. Wage (U.S. = 1)</th>
<th>Mfg. Labor's % Share of GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>23.8</td>
<td>75.8</td>
<td>0.61</td>
<td>0.75</td>
<td>0.050</td>
<td>8.6</td>
</tr>
<tr>
<td>Austria</td>
<td>40.4</td>
<td>84.2</td>
<td>0.70</td>
<td>0.87</td>
<td>0.036</td>
<td>13.4</td>
</tr>
<tr>
<td>Belgium</td>
<td>74.8</td>
<td>86.7</td>
<td>0.92</td>
<td>1.08</td>
<td>0.035</td>
<td>13.2</td>
</tr>
<tr>
<td>Canada</td>
<td>37.3</td>
<td>89.6</td>
<td>0.88</td>
<td>0.99</td>
<td>0.087</td>
<td>10.5</td>
</tr>
<tr>
<td>Denmark</td>
<td>50.8</td>
<td>85.2</td>
<td>0.80</td>
<td>1.10</td>
<td>0.020</td>
<td>11.5</td>
</tr>
<tr>
<td>Finland</td>
<td>31.3</td>
<td>82.2</td>
<td>1.02</td>
<td>1.10</td>
<td>0.022</td>
<td>12.5</td>
</tr>
<tr>
<td>France</td>
<td>29.6</td>
<td>82.3</td>
<td>0.92</td>
<td>1.07</td>
<td>0.205</td>
<td>12.6</td>
</tr>
<tr>
<td>Germany</td>
<td>25.0</td>
<td>77.3</td>
<td>0.97</td>
<td>1.08</td>
<td>0.421</td>
<td>20.6</td>
</tr>
<tr>
<td>Greece</td>
<td>42.9</td>
<td>80.8</td>
<td>0.40</td>
<td>0.50</td>
<td>0.015</td>
<td>6.1</td>
</tr>
<tr>
<td>Italy</td>
<td>21.3</td>
<td>76.8</td>
<td>0.74</td>
<td>0.88</td>
<td>0.225</td>
<td>12.4</td>
</tr>
<tr>
<td>Japan</td>
<td>6.4</td>
<td>50.0</td>
<td>0.78</td>
<td>0.91</td>
<td>0.686</td>
<td>14.4</td>
</tr>
<tr>
<td>Netherlands</td>
<td>66.9</td>
<td>83.0</td>
<td>0.91</td>
<td>1.06</td>
<td>0.043</td>
<td>11.0</td>
</tr>
<tr>
<td>New Zealand</td>
<td>36.3</td>
<td>80.9</td>
<td>0.48</td>
<td>0.57</td>
<td>0.011</td>
<td>9.6</td>
</tr>
<tr>
<td>Norway</td>
<td>43.6</td>
<td>85.2</td>
<td>0.99</td>
<td>1.18</td>
<td>0.012</td>
<td>8.7</td>
</tr>
<tr>
<td>Portugal</td>
<td>41.6</td>
<td>84.9</td>
<td>0.23</td>
<td>0.32</td>
<td>0.033</td>
<td>10.7</td>
</tr>
<tr>
<td>Spain</td>
<td>24.5</td>
<td>82.0</td>
<td>0.56</td>
<td>0.65</td>
<td>0.128</td>
<td>11.6</td>
</tr>
<tr>
<td>Sweden</td>
<td>37.3</td>
<td>86.3</td>
<td>0.96</td>
<td>1.11</td>
<td>0.043</td>
<td>14.2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>31.3</td>
<td>79.1</td>
<td>0.73</td>
<td>0.91</td>
<td>0.232</td>
<td>14.7</td>
</tr>
<tr>
<td>United States</td>
<td>14.5</td>
<td>62.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.000</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Notes: All data except GDP are for the manufacturing sector in 1990. Spending on manufactures is gross manufacturing production less exports of manufactures plus imports of manufactures. Imports from the other 18 excludes imports of manufactures from outside our sample of countries. To adjust the manufacturing wage and manufacturing employment for human capital, we multiply the wage in country i by $e^{-0.06H_i}$ and employment in country i by $H_i$, where $H_i$ is average years of schooling in country i as measured by Kyriacou (1991). See the Appendix for a complete description of all data sources.

(iv) We analyze the consequences of tariff reductions. Nearly every country benefits from a multilateral move to freer trade, but the United States suffers if it drops its tariffs unilaterally. Depending on internal labor mobility, European regional integration has the potential to harm participants through trade diversion or to harm nonparticipants nearby through worsened terms of trade.

With a handful of exceptions, the Ricardian model has not previously served as the basis for the empirical analysis of trade flows, probably because its standard formulation glosses over so many first-order features of the data (e.g., multiple countries and goods, trade in intermediates, and geographic barriers). More active empirical fronts have been: (i) the gravity modeling of bilateral trade flows, (ii) computable general equilibrium (CGE) models of the international economy, and (iii) factor endowments or Heckscher-Ohlin-Vanek (HOV) explanations of trade.

Our theory implies that bilateral trade volumes adhere to a structure resembling a gravity equation, which relates trade flows to distance and to the product
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6 What has been done typically compares the export performance of only a pair of countries. MacDougall (1951, 1952) is the classic reference. Deardorff (1984) and Leamer and Levinsohn (1995) discuss it and the subsequent literature. Choudhri and Schenbri (forthcoming) make a recent contribution.
of the source and destination countries’ GDPs. Given the success of the gravity model in explaining the data, this feature of our model is an empirical plus.\textsuperscript{7} But to perform counterfactuals we must scratch beneath the surface of the gravity equation to uncover the structural parameters governing the roles of technology and geography in trade.\textsuperscript{5}

In common with CGE models we analyze trade flows within a general equilibrium framework, so we can conduct policy experiments. Our specification is more Spartan than a typical CGE model, however. For one thing, CGE models usually treat each country’s goods as unique, entering preferences separately as in Armington (1969).\textsuperscript{9} In contrast, we take the Ricardian approach of defining the set of commodities independent of country, with specialization governed by comparative advantage.

Our approach has less in common with the empirical work emanating from the HOV model, which has focussed on the relationship between factor endowments and patterns of specialization. This work has tended to ignore locational questions (by treating trade as costless), technology (by assuming that it is common to the world), and bilateral trade volumes (since the model makes no prediction about them).\textsuperscript{10} While we make the Ricardian assumption that labor is the only internationally immobile factor, in principle one could bridge the two approaches by incorporating additional immobile factors.

To focus immediately on the most novel features of the model and how they relate to the data we present our analysis in a somewhat nonstandard order. Section 2, which follows, sets out our model of trade, conditioning on input costs around the world. It delivers relationships connecting bilateral trade flows to prices as well as to geographic barriers, technology, and input costs. We explore empirically the trade-price relationship in Section 3. In Section 4 we complete the theory, closing the model to determine input costs. With the full model in hand, Section 5 follows several approaches to estimating its parameters. Section 6


\textsuperscript{8} We are certainly not the first to give the gravity equation a structural interpretation. Previous theoretical justifications posit that every country specializes in a unique set of goods, either by making the Armington assumption (as in Anderson (1979) and Anderson and van Wincoop (2001)) or by assuming monopolistic competition with firms in different countries choosing to produce differentiated products (as in Helpman (1987), Bergstrand (1989), and Redding and Venables (2001)). An implication is that each source should export a specific good everywhere. Haveman and Hummels (2002) report evidence to the contrary. In our model more than one country may produce the same good, with individual countries supplying different parts of the world.

\textsuperscript{9} Hertel (1997) is a recent state-of-the-art example.

uses the quantified model to explore the counterfactual scenarios listed above. Section 7 concludes. (The Appendix reports data details.)

2. A MODEL OF TECHNOLOGY, PRICES, AND TRADE FLOWS

We build on the Dornbusch, Fischer, Samuelson (1977) model of Ricardian trade with a continuum of goods. As in Ricardo, countries have differential access to technology, so that efficiency varies across commodities and countries. We denote country $i$’s efficiency in producing good $j$ as $z_i(j)$. 

Also as in Ricardo, we treat the cost of a bundle of inputs as the same across commodities within a country (because within a country inputs are mobile across activities and because activities do not differ in their input shares). We denote input cost in country $i$ as $c_i$. With constant returns to scale, the cost of producing a unit of good $j$ in country $i$ is then $c_i/z_i(j)$.

Later we break $c_i$ into the cost of labor and of intermediate inputs, model how they are determined, and assign a numeraire. For now it suffices to take as given the entire vector of costs across countries.

We introduce geographic barriers by making Samuelson’s standard and convenient “iceberg” assumption, that delivering a unit from country $i$ to country $n$ requires producing $d_{ni}$ units in $i$. We set $d_{ii} = 1$ for all $i$. Positive geographic barriers mean $d_{ni} > 1$ for $n \neq i$. We assume that cross-border arbitrage forces effective geographic barriers to obey the triangle inequality: For any three countries $i$, $k$, and $n$, $d_{ni} \leq d_{ik}d_{ki}$.

Taking these barriers into account, delivering a unit of good $j$ produced in country $i$ to country $n$ costs

$$p_n(j) = \left( \frac{c_i}{z_i(j)} \right) d_{ni},$$

the unit production cost multiplied by the geographic barrier.

We assume perfect competition, so that $p_n(j)$ is what buyers in country $n$ would pay if they chose to buy good $j$ from country $i$. But shopping around the world for the best deal, the price they actually pay for good $j$ will be $p_n(j)$, the lowest across all sources $i$:

$$p_n(j) = \min \{p_n(j); i = 1, \ldots, N\},$$

where $N$ is the number of countries.12

11 Krugman (1995) extols the virtues of this assumption. Most relevant here is that country $i$’s relative cost of supplying any two goods does not depend on the destination.

12 Bernard, Eaton, Jensen, and Kortum (2000) extend the analysis to allow for imperfect competition to explain why exporting plants have higher productivity, as documented in Bernard and Jensen (1999). With Bertrand competition each destination is still served by the low-cost provider, but it charges the cost of the second-cheapest potential provider. The implications for the aggregate relationships we examine below are not affected.
Facing these prices, buyers (who could be final consumers or firms buying intermediate inputs) purchase individual goods in amounts $Q(j)$ to maximize a CES objective:

$$U = \left[ \int_0^1 Q(j)^{(\sigma-1)/\sigma} \, dj \right]^{\sigma/(\sigma-1)},$$

where the elasticity of substitution is $\sigma > 0$. This maximization is subject to a budget constraint that aggregates, across buyers in country $n$, to $X_n$, country $n$'s total spending.

Dornbusch, Fischer, and Samuelson work out the two-country case, but their approach does not generalize to more countries. Extending the model beyond this case is not only of theoretical interest, it is essential to any empirical analysis of bilateral trade flows.

2.1. Technology

We pursue a probabilistic representation of technologies that can relate trade flows to underlying parameters for an arbitrary number of countries across our continuum of goods. We assume that country $i$'s efficiency in producing good $j$ is the realization of a random variable $Z_i$ (drawn independently for each $j$) from its country-specific probability distribution $F_i(z) = \Pr[Z_i \leq z]$. We follow the convention that, by the law of large numbers, $F_i(z)$ is also the fraction of goods for which country $i$'s efficiency is below $z$.

From expression (1) the cost of purchasing a particular good from country $i$ in country $n$ is the realization of the random variable $P_{ni} = c_i d_{ni}/Z_i$, and from (2) the lowest price is the realization of $P_n = \min\{P_{ni}; i = 1, \ldots, N\}$. The likelihood that country $i$ supplies a particular good to country $n$ is the probability $\pi_{ni}$ that $i$'s price turns out to be the lowest.

The probability theory of extremes provides a form for $F_i(z)$ that yields a simple expression for $\pi_{ni}$ and for the resulting distribution of prices. We assume that country $i$'s efficiency distribution is Fréchet (also called the Type II extreme value distribution):

$$F_i(z) = e^{-z/T_i z^{-\theta}},$$

where $T_i > 0$ and $\theta > 1$. We treat the distributions as independent across countries. The (country-specific) parameter $T_i$ governs the location of the distribution.

For two countries 1 and 2 they order commodities $j$ according to the countries’ relative efficiencies $z_1(j)/z_2(j)$. Relative wages (determined by demand and labor supplies) then determine the breakpoint in this “chain of comparative advantage.” With more than two countries there is no such natural ordering of commodities. Wilson (1980) shows how to conduct local comparative static exercises for the $N$-country case by asserting that $z_i(j)$ is a continuous function of $j$. Closer to our probabilistic formulation, although with a finite number of goods and no geographic barriers, is Petri (1980). Neither paper relates trade flows or prices to underlying parameters of technology or geographic barriers, as we do here.
A bigger $T_i$ implies that a high efficiency draw for any good $j$ is more likely. The parameter $\theta$ (which we treat as common to all countries) reflects the amount of variation within the distribution. A bigger $\theta$ implies less variability. Specifically, $Z_j$ (efficiency) has geometric mean $e^{\gamma \theta^{-1}/a_{SL\theta}}$ and its log has standard deviation $\pi/(\theta \sqrt{6})$. Here $\gamma = .577\ldots$ (Euler’s constant) and $\pi = 3.14\ldots$ (We use $\gamma$ and $\pi$ differently below.)

The parameters $T_i$ and $\theta$ enable us to depict very parsimoniously a world of many countries that differ in the basic Ricardian senses of absolute and comparative advantage across a continuum of goods. We will refer to the parameter $T_i$ as country $i$’s state of technology. In a trade context $T_i$ reflects country $i$’s absolute advantage across this continuum.

The parameter $\theta$ regulates heterogeneity across goods in countries’ relative efficiencies. In a trade context $\theta$ governs comparative advantage within this continuum. As we show more formally below, a lower value of $\theta$, generating more heterogeneity, means that comparative advantage exerts a stronger force for trade against the resistance imposed by the geographic barriers $d_{ui}$.15

### 2.2. Prices

What do these assumptions imply about the distribution of prices in different countries? Substituting the expression for $P_{ni}$ into the distribution of efficiency (4) implies that country $i$ presents country $n$ with a distribution of prices $G_{ni}(p) = \Pr[P_{ni} \leq p] = 1 - F(c_i d_{ni} / p)$ or

$$
G_{ni}(p) = 1 - e^{-T_i (c_i d_{ni})^{-1} \theta} p^\theta.
$$

The lowest price for a good in country $n$ will be less than $p$ unless each source’s price is greater than $p$. Hence the distribution $G_n(p) = \Pr[P_n \leq p]$ for what
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14Kortum (1997) and Eaton and Kortum (1999) show how a process of innovation and diffusion can give rise to this distribution, with $T_i$ reflecting a country’s stock of original or imported ideas. Since the actual technique that would ever be used in any country represents the best discovered to date for producing each good, it makes sense to represent technology with an extreme value distribution. The distribution of the maximum of a set of draws can converge to one of only three distributions, the Weibull, the Gumbell, and the Fréchet (see Billingsley (1986)). Only for the third does the distribution of prices inherit an extreme value distribution, which is why we use it. As for our independence assumption, for our analysis here an observationally equivalent joint distribution that embeds correlation across countries is

$$
F(z_1, \ldots, z_N) = \exp \left\{ -\left[ \sum_{i=1}^{N} (T_i z_i^{-\theta / \rho})^{1/\rho} \right] \right\},
$$

where $1 > \rho > 0$. Correlation decreases as $\rho$ rises, with $\rho = 1$ implying independence. See, e.g., Small (1987). All that we do in this paper stands, with $T_i$ reinterpreted as $T_i^{1/\rho}$ and $\theta$ as $\theta / \rho$.

15Our results translate nicely into the two-country world of Dornbusch, Fischer, and Samuelson (1977). They represent technology by a function $A(x)$, where $x$ is the fraction of goods for which the ratio of home (country 1) to foreign (country 2) efficiency is at least $A$. Using a result on the distribution of the ratio of independent Type II extreme value random variables, our model delivers $A(x) = (T_1 / T_2)^{(1-x)/\theta}(1-x)/x)^{1/\theta}$. It shifts up if the home state of technology $T_1$ rises relative to foreign’s $T_2$. 

country $n$ actually buys is

$$G_n(p) = 1 - \prod_{i=1}^{N} [1 - G_{ni}(p)].$$

Inserting (5), the price distribution inherits the form of $G_n(p)$:

(6) $$G_n(p) = 1 - e^{-\Phi_n p^\theta},$$

where the parameter $\Phi_n$ of country $n$’s price distribution is

(7) $$\Phi_n = \sum_{i=1}^{N} T_i(c_i d_{ni})^{-\theta}.$$

The price parameter $\Phi_n$ is critical to what follows. It summarizes how (i) states of technology around the world, (ii) input costs around the world, and (iii) geographic barriers govern prices in each country $n$. International trade enlarges each country’s effective state of technology with technology available from other countries, discounted by input costs and geographic barriers. At one extreme, in a zero-gravity world with no geographic barriers ($d_{ni} = 1$ for all $n$ and $i$), $\Phi$ is the same everywhere and the law of one price holds for each good. At the other extreme of autarky, with prohibitive geographic barriers ($d_{ni} \to \infty$ for $n \neq i$), $\Phi_n$ reduces to $T_n c_n^{-\theta}$, country $n$’s own state of technology downweighted by its input cost.

We exploit three useful properties of the price distributions:

(a) The probability that country $i$ provides a good at the lowest price in country $n$ is simply

(8) $$\pi_{ni} = \frac{T_i(c_i d_{ni})^{-\theta}}{\Phi_n},$$

$i$’s contribution to country $n$’s price parameter. Since there are a continuum of goods, this probability is also the fraction of goods that country $n$ buys from country $i$.

(b) The price of a good that country $n$ actually buys from any country $i$ also has the distribution $G_n(p)$. Thus, for goods that are purchased, conditioning on the source has no bearing on the good’s price. A source with a higher state of technology, lower input cost, or lower barriers exploits its advantage by selling a wider range of goods, exactly to the point at which the distribution of prices for what it sells in $n$ is the same as $n$’s overall price distribution.

16 We obtain this probability by calculating

$$\pi_{ni} = \Pr(P_n(i) \leq \min \{P_n(j); s \neq i\}) = \int_{0}^{1} \prod_{s \neq i} [1 - G_{ns}(p)] dG_{ns}(p).$$

17 We obtain this result by showing that

$$G_n(p) = \frac{1}{\pi_{ni}} \left( \int_{0}^{1} \prod_{s \neq i} [1 - G_{ns}(q)] dG_{ns}(q) \right).$$
(c) The exact price index for the CES objective function (3), assuming \( \sigma < 1 + \theta \), is

\[
p_n = \gamma \Phi_n^{-1/\theta}.
\]

Here

\[
\gamma = \left[ \Gamma \left( \frac{\theta + 1 - \sigma}{\theta} \right) \right]^{1/(1-\sigma)},
\]

where \( \Gamma \) is the Gamma function.18 This expression for the price index shows how geographic barriers, by generating different values of the price parameter in different countries, lead to deviations from purchasing power parity.

2.3. Trade Flows, and Gravity

To link the model to data on trade shares we exploit an immediate corollary of Property (b), that country \( n \)'s average expenditure per good does not vary by source. Hence the fraction of goods that country \( n \) buys from country \( i \), \( \pi_{ni} \), from Property (a), is also the fraction of its expenditure on goods from country \( i \):

\[
\frac{X_{ni}}{X_n} = \frac{T_i(c_i d_{ni})^{-\theta}}{\Phi_n} = \frac{T_i(c_i d_{ni})^{-\theta}}{\sum_{k=1}^{N} T_k(c_k d_{ik})^{-\theta}},
\]

where \( X_n \) is country \( n \)'s total spending, of which \( X_{ni} \) is spent (c.i.f.) on goods from \( i \).19 Before proceeding with our own analysis, we discuss how expression (10) relates to the existing literature on bilateral trade.

Note that expression (10) already bears resemblance to the standard gravity equation in that bilateral trade is related to the importer’s total expenditure and to geographic barriers. Some manipulation brings it even closer to a gravity expression. Note that the exporter’s total sales \( Q_i \) are simply

\[
Q_i = \sum_{m=1}^{N} X_{mi} = T_i c_i^{-\theta} \sum_{m=1}^{N} \frac{d_{mi} X_m}{\Phi_m}.
\]

18 The moment generating function for \( x = -\ln \rho \) is \( E(e^x) = \Phi^{\theta} \Gamma(1 - t/\theta) \). (See, e.g., Johnson and Kotz (1970).) Hence \( E[x^{-1}] = \Gamma(1 - t/\theta)^{-1} \Phi^{-\theta} \). The result follows by replacing \( t \) with \( \sigma - 1 \).

19 Our model of trade bears resemblance to discrete-choice models of market share, popular in industrial organization (e.g., McFadden (1974), Anderson, dePalma, and Thisse (1992), and Berry (1994)): (i) Our trade model has a discrete number of countries whereas their consumer demand model has a discrete number of differentiated goods; (ii) in our model a good’s efficiency of production in different countries is distributed multivariate extreme value whereas in theirs a consumer’s preferences for different goods is distributed multivariate extreme value; (iii) in our model each good is purchased (by a given importing country) from only one exporting country whereas in their model each consumer purchases only one good; (iv) we assume a continuum of goods whereas they assume a continuum of consumers. A distinction is that we can derive the extreme value distribution from deeper assumptions about the process of innovation.
Solving for $T_i c_i^{-\theta}$, and substituting it into (10), incorporating (9), we get
\begin{equation}
X_{ni} = \frac{(d_{ni}/p_n)\theta X_n}{\sum_{m=1}^{N} (d_{nm}/p_m)^{-\theta} X_m} Q_i.
\end{equation}

Here, as in the standard gravity equation, both the exporter’s total sales $Q_i$ and, given the denominator, the importer’s total purchases $X_n$ enter with unit elasticity. Note that the geographic barrier $d_{mi}$ between $i$ and any importer $m$ is deflated by the importer’s price level $p_m$: Stiffer competition in market $m$ reduces $p_m$, reducing $i$’s access in the same way as a higher geographic barrier. We can thus think of the term $(d_{mi}/p_m)^{-\theta} X_m$ as the market size of destination $m$ as perceived by country $i$. The denominator of the right-hand side of (11), then, is the total world market from country $i$’s perspective. The share of country $n$ in country $i$’s total sales just equals $n$’s share of $i$’s effective world market.

Other justifications for a gravity equation have rested on the traditional Armington and monopolistic competition models. Under the Armington assumption goods produced by different sources are inherently imperfect substitutes by virtue of their provenance. Under monopolistic competition each country chooses to specialize in a distinct set of goods. The more substitutable are goods from different countries, the higher is the sensitivity of trade to production costs and geographic barriers. In contrast, in our model the sensitivity of trade to costs and geographic barriers depends on the technological parameter $\theta$ (reflecting the heterogeneity of goods in production) rather than the preference parameter $\sigma$ (reflecting the heterogeneity of goods in consumption). Trade shares respond to costs and geographic barriers at the extensive margin: As a source becomes more expensive or remote it exports a narrower range of goods. In contrast, in models that invoke Armington or (with some caveats) monopolistic competition, adjustment is at the intensive margin: Higher costs or geographic barriers leave the set of goods that are traded unaffected, but less is spent on each imported good.\textsuperscript{20}

\textsuperscript{20} The expressions for bilateral trade shares delivered by the Armington and monopolistic competition models make the connections among these approaches explicit. For the Armington case define $a_i$ as the weight on goods from country $i$ in CES preferences. Country $i$’s share in country $n$’s expenditure is then
\begin{equation*}
\frac{X_{ni}}{X_n} = \frac{a_i^{-\sigma} c_i d_{ni} c_i^{-\sigma-1}}{\sum_{i=1}^{N} a_i^{-\sigma} c_i d_{ni} c_i^{-\sigma-1}}.
\end{equation*}

In the case of monopolistic competition with CES preferences define $m_i$ as the number of goods produced by country $i$. Country $i$’s share in country $n$’s expenditure is then
\begin{equation*}
\frac{X_{ni}}{X_n} = \frac{m_i c_i d_{ni} c_i^{-\sigma-1}}{\sum_{i=1}^{N} m_i c_i d_{ni} c_i^{-\sigma-1}}.
\end{equation*}

Returning to equation (10), the exporter’s state of technology parameter $T_i$ in our model replaces its preference weight $a_i^{-\sigma-1}$ (in Armington) or its number of goods $m_i$ (under monopolistic competition). In our model the heterogeneity of technology parameter $\theta$ replaces the preference parameter $\sigma - 1$ in these alternatives. (The standard assumption in these other models is that all goods are produced with the same efficiency, so that $c_i$ reflects both the cost of inputs and the f.o.b. price of goods.)
Our model implies a connection between two important economic variables that have been analyzed extensively, but only in isolation: trade flows and price differences. To establish this link we divide (10) by the analogous expression for the share of country \( i \) producers at home, substituting in (9), to get

\[
\frac{X_{ni}/X_n}{X_{ii}/X_i} = \left( \frac{p_{id_{ni}}}{p_{n}} \right)^{\theta} - a_{SL} \theta_{ni}.
\]

We refer to the left-hand-side variable, country \( i \)'s share in country \( n \) relative to \( i \)'s share at home, as country \( i \)'s normalized import share in country \( n \). The triangle inequality implies that the normalized share never exceeds one.\(^{21}\)

As overall prices in market \( n \) fall relative to prices in market \( i \) (as reflected in higher \( p_{i}/p_{n} \)) or as \( n \) becomes more isolated from \( i \) (as reflected in a higher \( d_{ni} \)), \( i \)'s normalized share in \( n \) declines. As the force of comparative advantage weakens (reflected by a higher \( \theta \)), normalized import shares become more elastic with respect to the average relative price and to geographic barriers. A higher value of \( \theta \) means relative efficiencies are more similar across goods. Hence there are fewer efficiency outliers that overcome differences in average prices or geographic barriers.\(^{22}\)

The relationship between normalized trade share and prices in equation (12) is a structural one whose slope provides insight into the value of our comparative advantage parameter \( \theta \). Before using this relationship to estimate \( \theta \) we first exploit it to assess the role played by geographic barriers in trade.

We measure normalized import shares, the left-hand side of equation (12), with data on bilateral trade in manufactures among 19 OECD countries in 1990, giving us 342 informative observations (in which \( n \) and \( i \) are different).\(^{23}\) Normalized import shares never exceed 0.2, far below the level of one that would hold in a zero-gravity world with all \( d_{ni} = 1 \). Furthermore, they vary substantially across country-pairs, ranging over four orders of magnitude.

\(^{21}\)Since a purchaser in country \( n \) can always buy all her goods in \( i \) at a price index \( p_{i}d_{ni} \), \( p_{n} \) cannot be higher.

\(^{22}\)To obtain further intuition into expression (12) recall that the prices of goods actually sold in a country have the same distribution regardless of where they come from. Hence the price index of producers in country \( i \) selling at home is \( p_{i} \). The subset of \( i \) producers who also sell in \( n \) has a price index in country \( n \) of \( p_{n} \). (The triangle inequality ensures that anyone in \( i \) able to sell in \( n \) is also able to sell in \( i \).) But to get into country \( n \), country \( i \) producers have to overcome the geographic barrier \( d_{ni} \). Hence, the price index at home of these exporters is \( p_{i}/d_{ni} \). Of the set of producers able to compete in a market with price index \( p_{i} \), the fraction who would survive in a market with price index \( p_{n}/d_{ni} < p_{i} \), is \( (p_{n}/d_{ni})^{-\theta} \).

\(^{23}\)When \( i = n \) the equation degenerates to a vacuous identity. We use country \( n \)'s manufactured imports from country \( i \) to obtain \( X_{ni} \) and country \( n \)'s absorption of manufactures from all countries of the world to obtain \( X_{n} \), defined as gross manufacturing production less exports plus imports of manufactures. The Appendix describes our sources of data.
An obvious, but crude, proxy for $d_{ni}$ in equation (12) is distance. Figure 1 graphs normalized import share against distance between the corresponding country-pair (on logarithmic scales). The relationship is not perfect, and shouldn't be. Imperfections in our proxy for geographic barriers aside, we are ignoring the price indices that appear in equation (12). Nevertheless, the resistance that geography imposes on trade comes through clearly.

Since we have no independent information on the extent to which geographic barriers rise with distance, the relationship in Figure 1 confounds the impact of comparative advantage ($\theta$) and geographic barriers ($d_{ni}$) on trade flows. The strong inverse correlation could result from geographic barriers that rise rapidly with distance, overcoming a strong force of comparative advantage (a low $\theta$). Alternatively, comparative advantage might exert only a very weak force (a high $\theta$), so that even a mild increase in geographic barriers could cause trade to drop off rapidly with distance.

To identify $\theta$ we turn to price data, which we use to measure the term $p_i d_{ni} / p_n$ on the right-hand side of equation (12). While we used standard data to calculate normalized trade shares, our measure of relative prices, and particularly geographic barriers, requires more explanation. We work with retail prices in each of our 19 countries of 50 manufactured products.24 We interpret these data as

24 The United Nations International Comparison Program 1990 benchmark study gives, for over 100 products, the price in each of our countries relative to the price in the United States. We choose 50 products that are most closely linked to manufacturing outputs.
a sample of the prices $p_i(j)$ of individual goods in our model. We use them to calculate, for each country-pair $n$ and $i$ and each good $j$, the logarithm of the relative price, $r_{ni}(j) = \ln p_{ni}(j) - \ln p_i(j)$. We calculate the logarithm of $p_i/p_{ni}$ as the mean across $j$ of $-r_{ni}(j)$. To get at geographic barriers $d_{ni}$ we use our model’s prediction that, for any commodity $j$, $r_{ni}(j)$ is bounded above by $\ln d_{ni}$, with this bound attained for goods that $n$ imports from $i$. (For goods that $n$ does not buy from $i$, $r_{ni}(j)$ is below $\ln d_{ni}$.) Every country in our sample does in fact import from every other. We take the (second) highest value of $r_{ni}$ across commodities to obtain a measure of $\ln d_{ni}$.\(^{25}\) In summary, we measure $(p_i d_{ni}/p_{ni})$ by the term $D_{ni}$ defined as

\begin{equation}
D_{ni} = \frac{\text{max} \{r_{ni}(j)\}}{\sum_{j=1}^{50}|r_{ni}(j)|/50}
\end{equation}

(where max2 means second highest).\(^{26}\)

The price measure $\exp D_{ni}$ reflects what the price index in destination $n$ would be for a buyer there who insisted on purchasing everything from source $i$, relative to the actual price index in $n$ (the price index for a buyer purchasing each good from the cheapest source). Table II provides some order statistics of our price measure. For each country we report, from its perspective as an importer, the foreign source for which the measure is lowest and highest. We then report, from that country’s perspective as an exporter, the foreign destination for which the measure is lowest and highest. (In parentheses we report the associated values of $\exp D_{ni}$.) France, for example, finds Germany its cheapest foreign source and New Zealand its most expensive. A French resident buying all commodities from Germany would face a 33 per cent higher price index and from New Zealand a 142 per cent higher price index. A resident abroad who insisted on buying everything from France would face the smallest penalty (40 per cent) if she were in Belgium and the largest (140 per cent) if she were in Japan. Note how geography comes out in the price data as well as in the trade data: The cheapest foreign source is usually nearby and the most expensive far away. Note also, from column 4, that large countries would typically suffer the most if required to buy everything from some given foreign source.

\(^{25}\) We used the second highest (rather than highest) value of $r_{ni}(j)$ to mitigate the effect of possible measurement error in the prices for particular commodities. Indeed, the second order statistic correlates more with the trade data than the first, and more than higher order statistics. Office and computing equipment is often an outlier. An alternative strategy is just to drop this sector from the calculation and use the highest value of the remaining $r_{ni}(j)$ to measure $\ln d_{ni}$. The correlation is almost identical to the one in the scatter. While direct measures of the cost of transporting goods exist (see, e.g., Hummels (2002)), they fail to capture all the costs involved in buying things from far away, such as delay and the difficulty of negotiation across space.

\(^{26}\) Our prices are what domestic consumers pay (including taxes and retail markups) rather than what domestic producers receive. But to the extent that factors specific to individual countries but common to all goods drive the deviation between consumer and producer prices, the resulting errors in this expression cancel.
TABLE II

<table>
<thead>
<tr>
<th>Country</th>
<th>Foreign Sources</th>
<th>Foreign Destinations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td>Australia (AL)</td>
<td>NE (1.44)</td>
<td>PO (2.25)</td>
</tr>
<tr>
<td>Austria (AS)</td>
<td>SW (1.39)</td>
<td>NZ (2.16)</td>
</tr>
<tr>
<td>Belgium (BE)</td>
<td>GE (1.25)</td>
<td>JP (2.02)</td>
</tr>
<tr>
<td>Canada (CA)</td>
<td>US (1.58)</td>
<td>NZ (2.57)</td>
</tr>
<tr>
<td>Denmark (DK)</td>
<td>FI (1.36)</td>
<td>PO (2.21)</td>
</tr>
<tr>
<td>Finland (FI)</td>
<td>SW (1.38)</td>
<td>PO (2.61)</td>
</tr>
<tr>
<td>France (FR)</td>
<td>GE (1.33)</td>
<td>NZ (2.42)</td>
</tr>
<tr>
<td>Germany (GE)</td>
<td>BE (1.35)</td>
<td>NZ (2.26)</td>
</tr>
<tr>
<td>Greece (GR)</td>
<td>SP (1.61)</td>
<td>NZ (2.71)</td>
</tr>
<tr>
<td>Italy (IT)</td>
<td>FR (1.45)</td>
<td>NZ (2.19)</td>
</tr>
<tr>
<td>Japan (JP)</td>
<td>BE (1.62)</td>
<td>PO (3.25)</td>
</tr>
<tr>
<td>Netherlands (NE)</td>
<td>GE (1.30)</td>
<td>NZ (2.17)</td>
</tr>
<tr>
<td>New Zealand (NZ)</td>
<td>CA (1.60)</td>
<td>PO (2.08)</td>
</tr>
<tr>
<td>Norway (NO)</td>
<td>FI (1.45)</td>
<td>JP (2.84)</td>
</tr>
<tr>
<td>Portugal (PO)</td>
<td>BE (1.49)</td>
<td>JP (2.56)</td>
</tr>
<tr>
<td>Spain (SP)</td>
<td>BE (1.39)</td>
<td>JP (2.47)</td>
</tr>
<tr>
<td>Sweden (SW)</td>
<td>NO (1.36)</td>
<td>US (2.70)</td>
</tr>
<tr>
<td>United Kingdom (UK)</td>
<td>NE (1.46)</td>
<td>JP (2.37)</td>
</tr>
<tr>
<td>United States (US)</td>
<td>FR (1.57)</td>
<td>JP (3.08)</td>
</tr>
</tbody>
</table>

Notes: The price measure $D_{ni}$ is defined in equation (13). For destination country $n$, the minimum Foreign Source is $\min_{i \neq n} \exp D_{ni}$. For source country $i$, the minimum Foreign Destination is $\min_{n \neq i} \exp D_{ni}$.

Figure 2 graphs our measure of normalized import share (in logarithms) against $D_{ni}$. Observe that, while the scatter is fat, there is an obvious negative relationship, as the theory predicts. The correlation is $-0.40$. The relationship in Figure 2 thus confirms the connection between trade and prices predicted by our model.

Moreover, the slope of the relationship provides a handle on the value of the comparative advantage parameter $\theta$. Since our theory implies a zero intercept, a simple method-of-moments estimator for $\theta$ is the mean of the left-hand-side variable over the mean of the right-hand-side variable. The implied $\theta$ is 8.28. Other appropriate estimation procedures yield very similar magnitudes.\(^{27}\) Hence

\(^{27}\) A linear regression through the scatter in Figure 2 yields a slope of $-4.57$ with an intercept of $-2.17$ (with respective standard errors 0.6 and 0.3). The fact that OLS yields a negative intercept is highly symptomatic of errors in variables, which also biases the OLS estimate of $\theta$ toward zero. (The reasoning is that in Friedman’s 1957 critique of the Keynesian consumption function.) There are many reasons to think that there is error in our measure of $p_i d_{ni}/p_n$. Imposing a zero intercept, OLS yields a slope of $-8.03$, similar to our method-of-moments estimate. (Instrumental variables provide another way to tackle errors in variables, an approach we pursue in Section 5, after we complete the general equilibrium specification of the model.) We also examined how the three components $\ln p_i$, $\ln p_n$, and $\ln d_{ni}$ contributed individually to explaining trade shares. Entering these variables separately into OLS regressions yielded the respective coefficients $-4.9$, $5.5$, $-4.6$ (with a constant) and $-9.0$, $6.4$, $-6.8$ (without a constant). All have the predicted signs. For 42 of our 50 goods similar price data are available from the 1985 Benchmark Study. Relating 1985 trade data to these price data yields very similar estimates of $\theta$.\(^{27}\) Hence
we use this value for $\theta$ in exploring counterfactuals. This value of $\theta$ implies a standard deviation in efficiency (for a given state of technology $T$) of 15 percent. In Section 5 we pursue two alternative strategies for estimating $\theta$, but we first complete the full description of the model.

4. EQUILIBRIUM INPUT COSTS

Our exposition so far has highlighted how trade flows relate to geography and to prices, taking input costs $c_i$ as given. In any counterfactual experiment, however, adjustment of input costs to a new equilibrium is crucial.

To close the model we decompose the input bundle into labor and intermediates. We then turn to the determination of prices of intermediates, given wages. Finally we model how wages are determined. Having completed the full model, we illustrate it with two special cases that yield simple closed-form solutions.

4.1. Production

We assume that production combines labor and intermediate inputs, with labor having a constant share $\beta$. Intermediates comprise the full set of goods

\footnote{We ignore capital as an input to production and as a source of income, although our intermediate inputs play a similar role in the production function. Baxter (1992) shows how a model in which capital and labor serve as factors of production delivers Ricardian implications if the interest rate is common across countries.}
combined according to the CES aggregator (3). The overall price index in country \( i \), \( p_i \), given by equation (9), becomes the appropriate index of intermediate goods prices there. The cost of an input bundle in country \( i \) is thus

\[
c_i = w_i^\beta p_i^{1-\beta},
\]

where \( w_i \) is the wage in country \( i \). Because intermediates are used in production, \( c_i \) depends on prices in country \( i \), and hence on \( \Phi_i \). But through equation (7), the price parameter \( \Phi_i \) depends on input costs everywhere.

Before turning to the determination of price levels around the world, we first note how expression (14), in combination with (9), (7), and (10), delivers an expression relating the real wage \( (w_i/p_i) \) to the state of technology parameter \( T_i \) and share of purchases from home \( \pi_{ii} \):

\[
\frac{w_i}{p_i} = \gamma^{-1/\beta} \left( \frac{T_i}{\pi_{ii}} \right)^{\gamma/\beta}.
\]

Since in autarky \( \pi_{ii} = 1 \), we can immediately infer the gains from trade from the share of imports in total purchases. Note that, given import share, trade gains are greater the smaller \( \theta \) (more heterogeneity in efficiency) and \( \beta \) (larger share of intermediates).

### 4.2. Price Levels

To see how price levels are mutually determined, substitute (14) into (7), applying (9), to obtain the system of equations:

\[
p_n = \gamma \left[ \sum_{i=1}^{N} T_i \left( d_n w_i^\beta p_i^{1-\beta} \right)^{-\theta} \right]^{-\gamma^{-1/\beta}}.
\]

The solution, which in general must be computed numerically, gives price indices as functions of the parameters of the model and wages.

Expanding equation (10) using (14) we can also get expressions for trade shares as functions of wages and parameters of the model:

\[
\frac{X_n}{Y_n} = \pi_{ii} = T_i \left( \gamma d_n w_i^\beta p_i^{1-\beta} \right)^{-\theta} / p_n,
\]

with the \( p_i \)'s obtained from expression (16) above.

We now impose conditions for labor market equilibrium to determine wages themselves.

### 4.3. Labor-Market Equilibrium

Up to this point we have not had to take a stand about whether our model applies to the entire economy or to only one sector. Our empirical implementation
is to production and trade in manufactures. We now show how manufacturing fits into the larger economy.

Manufacturing labor income in country $i$ is labor’s share of country $i$’s manufacturing exports around the world, including its sales at home. Thus

\[
  w_i L_i = \beta \sum_{n=1}^{N} \pi_{ni} X_n,
\]

where $L_i$ is manufacturing workers and $X_n$ is total spending on manufactures.

We denote aggregate final expenditures as $Y_n$ with $\alpha$ the fraction spent on manufactures. Total manufacturing expenditures are then

\[
  X_n = \frac{1 - \beta}{\beta} w_n L_n + \alpha Y_n,
\]

where the first term captures demand for manufactures as intermediates by the manufacturing sector itself. Final expenditure $Y_n$ consists of value-added in manufacturing $Y_n^M = w_i L_n$ plus income generated in nonmanufacturing $Y_n^O$. We assume that (at least some of) nonmanufacturing output can be traded costlessly, and use it as our numeraire.\(^{29}\)

To close the model as simply as possible we consider two polar cases that should straddle any more detailed specification of nonmanufacturing. In one case labor is mobile. Workers can move freely between manufacturing and nonmanufacturing. The wage $w_n$ is given by productivity in nonmanufacturing and total income $Y_n$ is exogenous. Equations (18) and (19) combine to give

\[
  w_i L_i = \sum_{n=1}^{N} \pi_{ni} \left[ (1 - \beta) w_n L_n + \alpha \beta Y_n \right],
\]

determining manufacturing employment $L_i$.

In the other case labor is immobile. The number of manufacturing workers in each country is fixed at $L_n$. Nonmanufacturing income $Y_n^O$ is exogenous. Equations (18) and (19) combine to form

\[
  w_i L_i = \sum_{n=1}^{N} \pi_{ni} \left[ (1 - \beta + \alpha \beta) w_n L_n + \alpha \beta Y_n^O \right],
\]

determining manufacturing wages $w_n$.

In the mobile labor case we can use equations (16) and (17) to solve for prices and trade shares given exogenous wages before using (20) to calculate manufacturing employment. The immobile labor case is trickier in that we need

\(^{29}\) Assuming that nonmanufactures are costlessly traded is not totally innocuous, as pointed out by Davis (1998).
to solve the three equations (16), (17), and (21) simultaneously for prices, trade shares, and manufacturing wages.

In the case of mobile labor, our model has implications not only for intra-industry trade within manufacturing, but for specialization in manufacturing. The technology parameter $T_i$ then reflects not only absolute advantage within manufactures, but comparative advantage in manufacturing relative to nonmanufacturing. In the immobile case labor specialization is exogenous, and $T_i$ is reflected in manufacturing wages. In either case $\theta$ governs specialization within manufacturing.

4.4. Zero-Gravity and Autarky

While, in general, the rich interaction among prices in different countries makes any analytic solution unattainable, two special cases yield simple closed-form solutions. We consider in turn the extremes in which (i) geographic barriers disappear (zero gravity), meaning that all $d_{ni} = 1$, and (ii) geographic barriers are prohibitive (autarky), meaning that $d_{ni} \to \infty$ for $n \neq i$.

With no geographic barriers the law of one price holds. In either the mobile or immobile labor cases the condition for labor market equilibrium reduces to

\[
\frac{w_i}{w_N} = \left( \frac{T_i/L_i}{T_N/L_N} \right)^{1/(1+\theta \beta)}.
\]

Since prices are the same everywhere this expression is also the relative real wage.

When labor is mobile this expression determines the relative amounts of manufacturing labor in each country, which are proportional to $T_i/w_i^{1+\theta \beta}$: The country with a higher state of technology relative to its wage will specialize more in manufacturing. When labor is immobile the expression gives relative wages, which depend on the state of technology in per worker terms. Given $T_i$, as $L_i$ increases workers must move into production of goods in which the country is less productive, driving down the wage.

Suppose manufacturing is the only activity so that $\alpha = 1$ and $Y_i = w_i L_i$. The wage must adjust to maintain trade balance. Real GDP per worker (our welfare measure) is then $W_i = (Y_i/L_i)/p = w_i/p$. Manipulating (22) and (16),

\[
W_i = \gamma^{-1/\beta} T_i^{1/(1+\theta \beta)} \left[ \sum_{k=1}^N T_k^{1/(1+\theta \beta)} (L_k/L_i)^{\theta \beta/(1+\theta \beta)} \right]^{1/\theta \beta},
\]

which increases with technology $T_k$ anywhere. An increase at home confers an extra benefit, however, because it raises the home wage relative to wages abroad. How much country $i$ benefits from an increase in $T_k$ depends on $k$’s labor force
relative to \( i \)’s. If the labor force in the source country \( k \) is small, \( w_k \) rises more, diminishing the benefits to others of its more advanced state of technology.\(^{30}\)

We can solve for a country’s welfare in autarky by solving (23) for a one-country world or by referring back to (15) setting \( \pi_i = 1 \). Doing so, we get

\[
W_i = \gamma^{-1/\beta} T_i^{1/\beta}.
\]

Note, of course, that there are gains from trade for everyone, as can be verified by observing that we derived (24) by removing positive terms from (23).\(^{31}\)

While these results illustrate how our model works, and provide insight into its implications, the raw data we presented in Section 3 show how far the actual world is from either zero-gravity or autarky. For empirical purposes we need to grapple with the messier world in between, to which we now return.

5. ESTIMATING THE TRADE EQUATION

Equations (16) and (17), along with either (20) or (21), comprise the full general equilibrium. These equations determine price levels, trade shares, and either manufacturing labor supplies (in the mobile labor case) or manufacturing wages (in the immobile case). In Section 6 we explore how these endogenous magnitudes respond to various counterfactual experiments. In this section we present the estimation that yields the parameter values used to examine these counterfactuals.

5.1. Estimates with Source Effects

Equation (17), like the standard gravity equation, relates bilateral trade volumes to characteristics of the trading partners and the geography between them. Estimating it provides a way to learn about states of technology \( T_i \) and geographic barriers \( d_{ni}^\theta \).

Normalizing (17) by the importer’s home sales delivers

\[
\frac{X_{ni}}{X_{nn}} = \frac{T_i}{T_n} \left( \frac{w_i}{w_n} \right)^{-\theta \beta} \left( \frac{p_i}{p_n} \right)^{-\theta (1 - \beta)} d_{ni}^\theta.
\]

\(^{30}\) If we plug these results for zero gravity into our bilateral trade equation (10), we obtain a simple gravity equation with no “distance” term:

\[
X_{ni} = \frac{Y_i Y_n}{\beta Y^w}.
\]

Bilateral trade equals the product of the trade partners’ incomes, \( Y_i \) and \( Y_n \), relative to world income, \( Y^w \), all scaled up by the ratio of gross production to value added. Note that this relationship masks the underlying structural parameters, \( T_i \) and \( \theta \).

\(^{31}\) Note also that trade has an equalizing effect in that the elasticity of real GDP with respect to one’s own state of technology \( T_i \) is greater when geographic barriers are prohibitive than when they are absent. The reason is that, with trade, the country that experiences a gain in technology spreads its production across a wider range of goods, allowing foreigners to specialize in a narrower set in which they are more efficient. The relative efficiency gain is consequently dampened. Under autarky, of course, every country produces the full range of goods.
We can use equation (17) as it applies to home sales, for both country $i$ and country $n$, to obtain
\[
\frac{p_i}{p_n} = \frac{w_i}{w_n} \left( \frac{T_i}{T_n} \right)^{-1/\theta \beta} \left( \frac{X_i/X_{ii}}{X_n/X_{nn}} \right)^{-1/\theta \beta}.
\]
Plugging this expression for the relative price of intermediates into (25) and rearranging gives, in logarithms:
\[
\ln \frac{X'_{ni}}{X'_{nn}} = -\theta \ln d_{ni} + \frac{1}{\beta} \ln \frac{T_i}{T_n} - \theta \ln \frac{w_i}{w_n},
\]
where $\ln X'_{ni} = \ln X_{ni} - [(1-\beta)/\beta] \ln (X_i/X_{ii})$. By defining
\[
S_i \equiv \frac{1}{\beta} \ln T_i - \theta \ln w_i,
\]
this equation simplifies to
\[
\ln \frac{X'_{ni}}{X'_{nn}} = -\theta \ln d_{ni} + S_i - S_n.
\]
We can think of $S_i$ as a measure of country $i$’s “competitiveness,” its state of technology adjusted for its labor costs. Equation (28) forms the basis of our estimation.\(^{32}\)

We calculate the left-hand side of (28) from the same data on bilateral trade among 19 countries that we use in Section 3, setting $\beta = .21$, the average labor share in gross manufacturing production in our sample. As in Section 3, this equation is vacuous as it applies to $n = i$, leaving us 342 informative observations. Since prices of intermediates reflect imports from all sources, $X_n$ includes imports from all countries in the world. In other respects this bilateral trade equation lets us ignore the rest of the world.

As for the right-hand side of (28), we capture the $S_i$ as the coefficients on source-country dummies. We now turn to our handling of the $d_{ni}$’s.

We use proxies for geographic barriers suggested by the gravity literature.\(^{33}\) In particular, we relate the impediments in moving goods from $i$ to $n$ to proximity, language, and treaties. We have, for all $i \neq n$,
\[
\ln d_{ni} = d_k + b + l + e_n + m_n + \delta_{ni},
\]
where $\kappa$ is a constant. But from equation (11) our theory implies that $S$ should reflect a country’s production relative to the total world market from its perspective: Given the geographic barrier to a particular destination, an exporter will sell more there when it is more remote from third markets.

\(^{32}\) If $\beta = 1$ and $S = \ln Y$, equation (28) is implied by the standard gravity equation:
\[
X_{ni} = \kappa d_{ni}^{b}Y_{i}Y_{n},
\]
where $\kappa$ is a constant. But from equation (11) our theory implies that $S$ should reflect a country’s production relative to the total world market from its perspective: Given the geographic barrier to a particular destination, an exporter will sell more there when it is more remote from third markets.

\(^{33}\) An alternative strategy would have been to use the maximum price ratios introduced in Section 3 to measure $d_{ni}$ directly. The problem is that country-specific errors in this measure are no longer cancelled out by price level differences, as they are in (13).
where the dummy variable associated with each effect has been suppressed for notational simplicity. Here \( d_k \) \((k = 1, \ldots, 6)\) is the effect of the distance between \( n \) and \( i \) lying in the \( k \)th interval, \( b \) is the effect of \( n \) and \( i \) sharing a border, \( l \) is the effect of \( n \) and \( i \) sharing a language, \( e_h \) \((h = 1, 2)\) is the effect of \( n \) and \( i \) both belonging to trading area \( h \), and \( m_n \) \((n = 1, \ldots, 19)\) is an overall destination effect. The error term \( \delta_{ni} \) captures geographic barriers arising from all other factors. The six distance intervals (in miles) are: [0, 375); [375, 750); [750, 1500); [1500, 3000); [3000, 6000); and [6000, maximum]. The two trading areas are the European Community (EC) and the European Free-Trade Area (EFTA).

We assume that the error \( \delta_{ni} \) is orthogonal to the other regressors (source country dummies and the proxies for geographic barriers listed above).

To capture potential reciprocity in geographic barriers, we assume that the error term \( \delta_{ni} \) consists of two components:

\[
\delta_{ni} = \delta_{ni}^2 + \delta_{ni}^1.
\]

The country-pair specific component \( \delta_{ni}^2 \) (with variance \( \sigma_2^2 \)) affects two-way trade, so that \( \delta_{ni} = \delta_{ni}^2 \), while \( \delta_{ni}^1 \) (with variance \( \sigma_1^2 \)) affects one-way trade. This error structure implies that the variance-covariance matrix of \( \delta \) has diagonal elements \( E(\delta_{ni}, \delta_{im}) = \sigma_1^2 + \sigma_2^2 \) and certain nonzero off-diagonal elements \( E(\delta_{ni}, \delta_{im}) = \sigma_2^2 \).

Imposing this specification of geographic barriers, equation (28) becomes

\[
\ln \frac{X_{ni}}{X_{mn}} = S_i - S_n - \theta m_n - \theta d_k - \theta l - \theta e_h + \theta \delta_{ni}^1 + \theta \delta_{ni}^1,
\]

which we estimate by generalized least squares (GLS). 35

Table III reports the results. The estimates of the \( S_i \) indicate that Japan is the most competitive country in 1990, closely followed by the United States, Belgium and Greece are the least competitive. As for geographic barriers, increased distance substantially inhibits trade, with its impact somewhat attenuated by a shared language, while borders, the EC, and EFTA do not play a major role. The United States, Japan, and Belgium are the most open countries while Greece is least open. 36 Note that about a quarter of the total residual variance is reciprocal.

34 An advantage of our formulation of distance effects is that it imposes little structure on how geographic barriers vary with distance. We explored the implications of the more standard specification of geographic barriers as a quadratic function of distance. There were no differences worth reporting.

35 To obtain the parameters of the variance-covariance matrix for GLS estimation we first estimate the equation by OLS to obtain a set of residuals \( \hat{e}_{ni} \). We then estimate \( \theta^2 \sigma_1^2 \) by averaging \( \hat{e}_{ni} \hat{e}_{ni} \), and \( \theta^2 (\sigma_1^2 + \sigma_2^2) \) by averaging \( (\hat{e}_{ni})^2 \).

36 Our finding about the openness of Japan may seem surprising given its low import share reported in Table I. Analyses that ignore geography (for example, the first part of Harrigan (1996)), find Japan closed. Once geography is taken into account, however, as (implicitly) later in Harrigan, it no longer appears particularly closed. (Eaton and Tamura (1994) find Japan relatively more open to U.S. exports than European countries as a group.) As equation (10) reveals, our concept of a country’s openness controls for both its location and its price level (as reflected by its price parameter \( \Phi \)). Not only is Japan remote, its competitiveness as a manufacturing supplier implies a high \( \Phi \), making it a naturally tough market for foreigners to compete in. At the other extreme, our finding that Greece is quite closed (even though it has a high import share) controls for both its proximity to foreign manufacturing sources and its own inability to export much anywhere else.
TABLE III

BILATERAL TRADE EQUATION

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source Country</th>
<th>Dest. Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance [0, 375)</td>
<td>-θd₁</td>
<td>-3.10 (0.16)</td>
</tr>
<tr>
<td>Distance [375, 750)</td>
<td>-θd₂</td>
<td>-3.66 (0.11)</td>
</tr>
<tr>
<td>Distance [750, 1500)</td>
<td>-θd₃</td>
<td>-4.03 (0.10)</td>
</tr>
<tr>
<td>Distance [1500, 3000)</td>
<td>-θd₄</td>
<td>-4.22 (0.16)</td>
</tr>
<tr>
<td>Distance [3000, 6000)</td>
<td>-θd₅</td>
<td>-6.06 (0.09)</td>
</tr>
<tr>
<td>Distance [6000, maximum]</td>
<td>-θd₆</td>
<td>-6.56 (0.10)</td>
</tr>
<tr>
<td>Shared border</td>
<td>-θb</td>
<td>0.30 (0.14)</td>
</tr>
<tr>
<td>Shared language</td>
<td>-θl</td>
<td>0.51 (0.15)</td>
</tr>
<tr>
<td>European Community</td>
<td>-θc</td>
<td>0.04 (0.13)</td>
</tr>
<tr>
<td>EFTA</td>
<td>-θe₂</td>
<td>0.54 (0.19)</td>
</tr>
</tbody>
</table>

Country                         | Source Country | Dest. Country |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>S₁</td>
<td>0.19 (0.15)</td>
</tr>
<tr>
<td>Austria</td>
<td>S₂</td>
<td>-1.16 (0.12)</td>
</tr>
<tr>
<td>Belgium</td>
<td>S₃</td>
<td>-3.34 (0.11)</td>
</tr>
<tr>
<td>Canada</td>
<td>S₄</td>
<td>0.41 (0.14)</td>
</tr>
<tr>
<td>Denmark</td>
<td>S₅</td>
<td>-1.75 (0.12)</td>
</tr>
<tr>
<td>Finland</td>
<td>S₆</td>
<td>-0.52 (0.12)</td>
</tr>
<tr>
<td>France</td>
<td>S₇</td>
<td>1.28 (0.11)</td>
</tr>
<tr>
<td>Germany</td>
<td>S₈</td>
<td>2.35 (0.12)</td>
</tr>
<tr>
<td>Greece</td>
<td>S₉</td>
<td>-2.81 (0.12)</td>
</tr>
<tr>
<td>Italy</td>
<td>S₁₀</td>
<td>1.78 (0.11)</td>
</tr>
<tr>
<td>Japan</td>
<td>S₁₁</td>
<td>4.20 (0.13)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>S₁₂</td>
<td>-2.19 (0.11)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>S₁₃</td>
<td>-1.20 (0.15)</td>
</tr>
<tr>
<td>Norway</td>
<td>S₁₄</td>
<td>-1.35 (0.12)</td>
</tr>
<tr>
<td>Portugal</td>
<td>S₁₅</td>
<td>-1.57 (0.12)</td>
</tr>
<tr>
<td>Spain</td>
<td>S₁₆</td>
<td>0.30 (0.12)</td>
</tr>
<tr>
<td>Sweden</td>
<td>S₁₇</td>
<td>0.01 (0.12)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>S₁₈</td>
<td>1.37 (0.12)</td>
</tr>
<tr>
<td>United States</td>
<td>S₁₉</td>
<td>3.98 (0.14)</td>
</tr>
</tbody>
</table>

Total Sum of squares: 2937
Sum of squared residuals: 71
Number of observations: 342

Notes: Estimated by generalized least squares using 1990 data. The specification is given in equation (30) of the paper. The parameter are normalized so that Σ₁₉ i=1 Sᵢ = 0 and Σ₁₉ i=1 mᵢ = 0. Standard errors are in parentheses.

On their own, the competitiveness measures and the coefficients on the proxies for geographic barriers reflect a combination of underlying factors. Below we use estimates of θ to extract from them the parameters that we need for our counterfactuals. We now provide two alternative estimates of θ to the one from Section 3.

5.2. Estimates using Wage Data

One approach brings data on wages to bear in estimating (26). The coefficient on relative wages in the bilateral wage equation provides the first alternative
estimate of $\theta$. This approach no longer allows us to absorb the technology parameter $T_i$ into a source country effect. Instead, based on Kortum (1997) and Eaton and Kortum (1996), we relate technology to national stocks of R&D and to human capital as measured by years of schooling. Table IV presents the data. (Again, see the Appendix for a description.) Using our estimates of $S_i$ from the previous section we estimate

$$ S_i = \alpha_0 + \alpha_R \ln R_i - \alpha_H \left( \frac{1}{H_i} \right) - \theta \ln w_i + \tau_i, $$

where $R_i$ is country $i$’s R&D stock, $H_i$ is average years of schooling, and $\tau_i$ the error. The wage $w_i$ is adjusted for education.

Labor-market equilibrium suggests that a country’s wage will increase with its level of technology, introducing a positive correlation between $\ln w$ and $\tau$. As suggested by our model, we use the total workforce and population density as instruments. Given its technology $T_i$, a country with more workers has a lower wage. Population density proxies (inversely) for productivity outside manufacturing. Table V reports the results.

Both the OLS and 2SLS estimates of $\theta$ are significant and of the correct sign, but lower than suggested by the trade-price relationship. As expected, accounting for the endogeneity of wages raises our estimate of $\theta$, from 2.86 to 3.60.
TABLE V
COMPETITIVENESS EQUATION

<table>
<thead>
<tr>
<th></th>
<th>Ordinary Least Squares</th>
<th>Two-Stage Least Squares</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>est.</td>
<td>s.e.</td>
</tr>
<tr>
<td>Constant</td>
<td>3.75</td>
<td>(1.89)</td>
</tr>
<tr>
<td>Research stock, ln $R_i$</td>
<td>$\alpha_R$</td>
<td>1.04</td>
</tr>
<tr>
<td>Human capital, $1/H_i$</td>
<td>$-\alpha_H$</td>
<td>-18.0</td>
</tr>
<tr>
<td>Wage, ln $w_i$</td>
<td>$-\theta$</td>
<td>-2.84</td>
</tr>
</tbody>
</table>

Total Sum of squares 80.3 80.3
Sum of squared residuals 18.5 19.1
Number of observations 19 19

Notes: Estimated using 1990 data. The dependent variable is the estimate $\hat{S}_i$ of source-country competitiveness shown in Table III. Standard errors are in parentheses.

5.3. Estimates using Price Data

The second alternative is to estimate the bilateral trade equation (28) using our measure of $\ln(p_i d_n/p_n)$, $D_{ni}$ defined in expression (13), instead of the geography terms in (29), along with source and destination effects. The coefficient on $D_{ni}$ provides yet another estimate of $\alpha_{SL\theta}$. (The estimated source effects reflect the price level terms in $D_{ni}$ as well as technology and wages, making them harder to interpret.)

OLS estimation yields $\theta = 2.44$ (with a standard error of 0.49). A potential objection is the errors-in-variables problem with our $D_{ni}$ measure discussed in Section 3. We address this problem by using the observable geography terms in (29) as instruments for $D_{ni}$. Doing so we obtain a 2SLS estimate of $\theta = 12.86$ (with a standard error of 1.64). The increase in magnitude supports the errors-in-variables interpretation.

5.4. States of Technology and Geographic Barriers

For each of our estimates of $\theta$ we derive estimates of the states of technology $T_i$ and geographic barriers as follows:

Following equation (27), we strip the estimates of $S_i$ in Table III down to $T_i$ using data on wages (adjusted for education) and an estimate of $\theta$. Table VI shows the results. Note, for example, that, while our estimates of $S_i$ imply that Japan is more “competitive” than the United States, we find that her edge is the consequence of a lower wage rather than a higher state of technology. At the other end, our low estimate of Belgium’s competitiveness derives in large part from the high wage there.

Dividing the coefficients on geographic proxies in Table III by $\theta$ and exponentiating gives the percentage cost increase each imposes. Column two of Table VII reports the results. For $\theta = 8.28$, a typical country in the closest distance category faces a 45 percent barrier relative to home sales, rising to 121 percent in the farthest distance category. Sharing a border reduces the barrier by 4 percent
generalequilibriummodels. See, for example, Hertel (1997).

Nonetheless, they are in the range of Armington elasticities for imports used in computable approaches, much in the middle of the range of estimates we obtain from our alternative. The Armington elasticity plays a role like our parameter substitution between goods from different countries, but picks a value of 10 as his base. As discussed, that each country produces a unique set of commodities. He does not estimate the elasticity of geographical variables. His finding of a 0.3 elasticity of cost with respect to distance is reflected, roughly, in our estimates here.

37 Wei (1996) obtains very similar results from a gravity model making the Armington assumption that each country produces a unique set of commodities. He does not estimate the elasticity of substitution between goods from different countries, but picks a value of 10 as his base. As discussed, the Armington elasticity plays a role like our parameter $\theta$. Hummels (2002) relates data on actual freight costs for goods imported by the United States and a small number of other countries to geographical variables. His finding of a 0.3 elasticity of cost with respect to distance is reflected, roughly, in our estimates here.

38 Our estimates of $\theta$, obtained from different data using different methodologies, differ substantially. Nonetheless, they are in the range of Armington elasticities for imports used in computable general equilibrium models. See, for example, Hertel (1997).

<table>
<thead>
<tr>
<th>Country</th>
<th>Estimated Source-country Competitiveness</th>
<th>Implied States of Technology $\theta=8.28$</th>
<th>$\theta=3.60$</th>
<th>$\theta=12.86$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.19</td>
<td>0.27</td>
<td>0.36</td>
<td>0.20</td>
</tr>
<tr>
<td>Austria</td>
<td>−1.16</td>
<td>0.26</td>
<td>0.30</td>
<td>0.23</td>
</tr>
<tr>
<td>Belgium</td>
<td>−3.34</td>
<td>0.24</td>
<td>0.22</td>
<td>0.26</td>
</tr>
<tr>
<td>Canada</td>
<td>0.41</td>
<td>0.46</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td>Denmark</td>
<td>−1.75</td>
<td>0.35</td>
<td>0.32</td>
<td>0.38</td>
</tr>
<tr>
<td>Finland</td>
<td>−0.52</td>
<td>0.45</td>
<td>0.41</td>
<td>0.50</td>
</tr>
<tr>
<td>France</td>
<td>1.28</td>
<td>0.64</td>
<td>0.60</td>
<td>0.69</td>
</tr>
<tr>
<td>Germany</td>
<td>2.35</td>
<td>0.81</td>
<td>0.75</td>
<td>0.86</td>
</tr>
<tr>
<td>Greece</td>
<td>−2.81</td>
<td>0.07</td>
<td>0.14</td>
<td>0.04</td>
</tr>
<tr>
<td>Italy</td>
<td>1.78</td>
<td>0.50</td>
<td>0.57</td>
<td>0.45</td>
</tr>
<tr>
<td>Japan</td>
<td>4.20</td>
<td>0.89</td>
<td>0.97</td>
<td>0.81</td>
</tr>
<tr>
<td>Netherlands</td>
<td>−2.19</td>
<td>0.30</td>
<td>0.28</td>
<td>0.32</td>
</tr>
<tr>
<td>New Zealand</td>
<td>−1.20</td>
<td>0.12</td>
<td>0.22</td>
<td>0.07</td>
</tr>
<tr>
<td>Norway</td>
<td>−1.35</td>
<td>0.43</td>
<td>0.37</td>
<td>0.50</td>
</tr>
<tr>
<td>Portugal</td>
<td>−1.57</td>
<td>0.04</td>
<td>0.13</td>
<td>0.01</td>
</tr>
<tr>
<td>Spain</td>
<td>0.30</td>
<td>0.21</td>
<td>0.33</td>
<td>0.14</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.01</td>
<td>0.51</td>
<td>0.47</td>
<td>0.57</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.37</td>
<td>0.49</td>
<td>0.53</td>
<td>0.44</td>
</tr>
<tr>
<td>United States</td>
<td>3.98</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes: The estimates of source-country competitiveness are the same as those shown in Table III. For an estimated parameter $\Sigma_i$, the implied state of technology is $T_i = (e^{\Sigma_i} w^\theta_i)^{\theta}$. States of technology are normalized relative to the U.S. value.
6. COUNTERFACTUALS

The estimation presented in Section 5 provides parameter values that allow us to quantify the full model, enabling us to pursue an analysis of counterfactuals. Given that the model is highly stylized (we have, for example, suppressed heterogeneity in geographic barriers across manufacturing goods), these counterfactuals should not be seen as definitive policy analysis. But regardless of how indicative they are of actual magnitudes, they do provide insight into the workings of the model.
TABLE VIII
SUMMARY OF PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta )</td>
<td>comparative advantage</td>
<td>8.28 (3.60, 12.86)</td>
<td>Section 3 (Section 5.2, Section 5.3)</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>manufacturing share</td>
<td>0.13</td>
<td>production and trade data</td>
</tr>
<tr>
<td>( \beta )</td>
<td>labor share in costs</td>
<td>0.21</td>
<td>wage costs in gross output</td>
</tr>
<tr>
<td>( T_{i} )</td>
<td>states of technology</td>
<td>Table VI</td>
<td>source effects stripped of wages</td>
</tr>
<tr>
<td>( d_{in} )</td>
<td>geographic barriers</td>
<td>Table VII</td>
<td>geographic proxies adjusted for ( \theta )</td>
</tr>
</tbody>
</table>

To complete the parameterization we calculate \( \alpha = 0.13 \), the average demand for final manufactures as a fraction of GDP.\(^{39}\) Table VIII summarizes the structural parameters of the model, their definitions, the values we assign to them, and where we got these numbers.

We can examine counterfactuals according to a number of different criteria. One is overall welfare in country \( n \), measured as real GDP: \( W_n = Y_n / p_n^\alpha \). (Since nonmanufactures are numeraire, the price level in country \( n \) is \( p_n^\alpha \). Since we hold labor supplies and populations fixed throughout, there is no need to distinguish between GDP and GDP per worker or GDP per capita.) Decomposing the change in welfare into income and price effects gives

\[
\ln \frac{W'_n}{W_n} = \ln \frac{Y'_n}{Y_n} - \alpha \ln \frac{p'_n}{p_n} \approx \left( \frac{w'_n - w_n}{w_n} \right) \frac{w_n L_n}{Y_n} - \alpha \ln \frac{p'_n}{p_n}
\]

(Here \( x'_n \) denotes the counterfactual value of a variable \( x_n \).) In the case of mobile labor, of course, only the price effect is operative. Aside from looking at welfare, for the case of mobile labor, we ask about manufacturing employment while, for the case of immobile labor, we look at the manufacturing wage \( w_n \). We also investigate how trade patterns change.

Since we have data on both manufacturing employment and manufacturing wages, we can look at our model’s implications for each given data on the other. Our fit is not perfect since we (i) impose a common manufacturing demand share \( \alpha \) across countries and (ii) ignore sources of manufactures from outside our sample of 19 OECD countries.

We wish to distinguish the effects of any of the counterfactuals we examine in the next section from the initial misfit of our model. We therefore compare the various counterfactuals that we examine with a baseline in which wages are summed across our sample (with \( \beta = .21 \)) in 1990. Here \( IMP_n \) is manufacturing imports and \( EXP_n \) is manufacturing exports, and \( Y_n \) is total GDP, each translated from local currency values into U.S. dollars at the official exchange rate.

\(^{39}\) Specifically we solve for \( \alpha \) from the relationship

\[
X_{in} + IMP_n = (1 - \beta)(X_{in} + EXP_n) + \alpha Y_n
\]
calculated to be consistent with equations (16), (17), and (20), given actual manufacturing employment and GDP. Comparing these baseline wages with actual data the root mean square error is 5.0 percent.\textsuperscript{40}

In performing counterfactuals we proceed as follows: With mobile labor we treat total GDP and wages as fixed. We set GDPs to their actual levels and wages to the baseline. With immobile labor we treat nonmanufacturing GDP and manufacturing employment as fixed. We set manufacturing employment to its actual level and nonmanufacturing GDP to actual GDP less the baseline value for labor income in manufacturing (actual employment times the baseline wage).

6.1. The Gains from Trade

We first consider the effects of raising geographic barriers to their autarky levels ($d_{ni} \to \infty$ for $n \neq i$). We then perform what turns out to be the more extreme exercise of asking what would happen in a zero-gravity world with no geographic barriers (with all $d_{ni} = 1$).\textsuperscript{41}

Table IX shows what happens in a move to autarky for each of our 19 countries. The first column reports the welfare loss in the case of mobile labor. The costs of moving to autarky range from one quarter of a percent for Japan up to ten percent for Belgium.\textsuperscript{42} While these costs appear modest, it should be remembered that they reflect the effects of shutting down trade only in manufactures and hence understate the loss from not trading at all.\textsuperscript{43} Manufacturing labor, shown in column three, rises everywhere except in Germany, Japan, Sweden, and the United Kingdom. That manufacturing employment shrinks in these four

\textsuperscript{40}Our model overstates the Canadian wage by 21 percent, but otherwise predictions are quite close. With our estimated parameters, equation (30) predicts much more trade between Canada and the United States than actually occurs. Since U.S. purchases loom large in Canada, its labor market equilibrium condition (18) implies more demand for Canadian manufacturing labor than there really is.

\textsuperscript{41}For simplicity, we ignore any tariff revenues that geographic barriers might generate. We consider the effect of reducing tariff barriers, taking revenue effects into account, in Section 6.4 below.

\textsuperscript{42}In the mobile labor case (with total GDP and the manufacturing wage fixed) the only welfare effect is from the decline in the manufacturing price level, which affects welfare with an elasticity $\alpha$. As a consequence we can use expression (15) to obtain a simple analytic formula for the welfare effect of moving to autarky:

$$\ln \frac{W'}{W_n} = \frac{\alpha}{\theta \beta} \ln \pi_{mn}.$$  

It follows that the gains from trade vary inversely with $\theta$. The implied gains from trade more than double, for example, using our lower estimate of $\theta = 3.60$.

\textsuperscript{43}Since most trade is in manufactures, we could try to argue that we have captured most of the gains from trade. But trade volume may be a poor indicator of the gains from trade in other sectors relative to manufacturing. Since productivity in agriculture or mining is likely to be much more heterogeneous across countries, applying our model to trade in these goods could well deliver a much lower value of $\theta$. An implication is that eliminating what trade does occur would inflict much more damage.
when trade is shut down could be seen as indicating their overall comparative advantage in manufactures.

The remaining columns consider the effects of moving to autarky with immobile labor. Column four reports the welfare loss. The effect on welfare is more negative than when labor is mobile, but usually only slightly so.

The net welfare effects mask larger changes in prices and incomes. In all but the four “natural manufacturers” (Germany, Japan, Sweden, the United Kingdom), the price rise is greater when manufacturing labor is immobile. (In Germany and Japan manufacturing prices actually fall.) But these greater price changes lead to only slightly larger effects on welfare because they are mitigated by wage changes (reported in column six): The wage in manufacturing rises in all but the four “natural manufacturers.”

How much labor force immobility exacerbates the damage inflicted by autarky depends on the extent of specialization in manufacturing. A move to autarky raises the manufacturing wage the most in Greece, with the smallest manufacturing share. But since its share of manufacturing labor income (reported in Table I) is so small, the overall welfare effect is swamped by the large increase in manufacturing prices. In Germany, with the largest manufacturing share, a move to autarky lowers the manufacturing wage. But since the share of manufacturing is so large, the welfare cost of this loss in income is not offset by the drop in manufacturing prices. For countries that are less specialized (in or away from manufactures), labor mobility makes less difference for overall welfare.

---

<table>
<thead>
<tr>
<th>Country</th>
<th>Mobile Labor</th>
<th>Immobile Labor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>−1.5</td>
<td>11.1</td>
</tr>
<tr>
<td>Austria</td>
<td>−3.2</td>
<td>24.1</td>
</tr>
<tr>
<td>Belgium</td>
<td>−10.3</td>
<td>76.0</td>
</tr>
<tr>
<td>Canada</td>
<td>−6.5</td>
<td>48.4</td>
</tr>
<tr>
<td>Denmark</td>
<td>−5.5</td>
<td>40.5</td>
</tr>
<tr>
<td>Finland</td>
<td>−2.4</td>
<td>18.1</td>
</tr>
<tr>
<td>France</td>
<td>−2.5</td>
<td>18.2</td>
</tr>
<tr>
<td>Germany</td>
<td>−1.7</td>
<td>12.8</td>
</tr>
<tr>
<td>Greece</td>
<td>−3.2</td>
<td>24.1</td>
</tr>
<tr>
<td>Italy</td>
<td>−1.7</td>
<td>12.7</td>
</tr>
<tr>
<td>Japan</td>
<td>−0.2</td>
<td>1.6</td>
</tr>
<tr>
<td>Netherlands</td>
<td>−8.7</td>
<td>64.2</td>
</tr>
<tr>
<td>New Zealand</td>
<td>−2.9</td>
<td>21.2</td>
</tr>
<tr>
<td>Norway</td>
<td>−4.3</td>
<td>32.1</td>
</tr>
<tr>
<td>Portugal</td>
<td>−3.4</td>
<td>25.3</td>
</tr>
<tr>
<td>Spain</td>
<td>−1.4</td>
<td>10.4</td>
</tr>
<tr>
<td>Sweden</td>
<td>−3.2</td>
<td>23.6</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>−2.6</td>
<td>19.2</td>
</tr>
<tr>
<td>United States</td>
<td>−0.8</td>
<td>6.3</td>
</tr>
</tbody>
</table>

Notes: All percentage changes are calculated as \(100\ln(x'/x)\) where \(x'\) is the outcome under autarky (\(d_{\text{nat}} \to \infty\) for \(n \neq i\)) and \(x\) is the outcome in the baseline.
countries. In the second the elimination of geographic barriers would remove first case a total elimination of geographic barriers would continue to favor these technology relative to the cost of labor, or because of their size and location. In the whether these countries’ manufacturing prowess results from their state of tech-
edence expansion.

Three of the four countries we have identified as “natural manufacturers,” where manufacturing shrinks in moving to autarky, are quite large. A question is
whether these countries’ manufacturing prowess results from their state of tech-
nology relative to the cost of labor, or because of their size and location. In the first case a total elimination of geographic barriers would continue to favor these countries. In the second the elimination of geographic barriers would remove their advantage. Table X shows, in its first three columns, what our model says would happen in a zero-gravity world (setting all \( d_{ij} = 1 \)). Looking at manufacturing employment in the case of mobile labor (column three), Germany and Japan experience large drops while Sweden continues to gain. Little happens in the United Kingdom. At the same time smaller, peripheral countries all experience expansion.

Our welfare measure indicates that we are very far from a world of zero gravity. Furthermore, world trade would be about five times its current level in such a world. The last three columns of Table X report an experiment closer to reality: What happens if geographic barriers fall to 69 percent of their baseline levels across the board, leading to a doubling of world trade?\(^{45}\) Welfare rises by 1 to 3 percent as the price of manufactures falls by 10 to 20 percent. These effects are

\(^{45}\) We find an elasticity of trade volume with respect to overall geographic barriers of around 2 to 3.
of the same order of magnitude as the costs of moving to autarky, but with less variation around the mean. We already see the United States and Japan losing their size-based edge in manufactures from this more modest drop in geographic barriers, while manufacturing in most small countries rises.

6.2. Technology vs. Geography

Our discussion of the gains from trade has already brought up the question, raised in the economic geography literature, of the roles of geography and technology in determining specialization. To allow specialization to vary, we consider the case in which labor is mobile. With zero gravity the fraction of a country’s labor force devoted to manufacturing is then proportional to \( (T_i/L_i)/w_i^{a+\gamma} \), so depends only on the state of technology per worker and the wage. When geographic barriers are prohibitive the fraction is simply \( \alpha \), the share of manufactures in final demand, so that not even technology matters. But in neither case is geography relevant.

How do technology and geography compete in determining comparative advantage in between these extremes? Looking at what happens to the fraction of labor devoted to manufacturing as geographic barriers fall, two basic patterns emerge. For smaller countries manufacturing shrinks as geographic barriers diminish from their autarky level. Production shifts to larger countries where inputs are cheaper. As geographic barriers continue to fall, however, the forces of technology take over, and the fraction of the labor force in manufacturing grows, often exceeding its autarky level. The results for Denmark, depicted in Figure 3, illustrate this pattern nicely. For the largest countries in our sample, Germany, Japan, and the United States, the pattern is reversed. Their manufacturing sector at first grows and then shrinks as geographic barriers fall. Germany, also depicted in Figure 3, illustrates the pattern most starkly.

Extant geographic barriers place the world near a transition between one where the effects of geography dominate and one where technology governs comparative advantage. The results suggest a decline in barriers would lead to specialization more along Ricardian lines, with large countries starting to lose their edge.\(^{46}\)

6.3. The Benefits of Foreign Technology

With geographic barriers as high as they are, how much does trade spread the benefit of a local improvement in technology? We increase the state of technology, geography, and trade

\(^{46}\text{Whether a further decline in geographic barriers (defined in the iceberg sense here) is in the works is an open question. Recent increases in trade volumes relative to output may have created a perception that technical progress in communication and transport is feeding an inexorable trend toward lower geographic barriers. Our model illustrates how, in order to increase trade, the rate of progress in international transactions must exceed that in production. A proportional increase in all states of technology } T_i \text{ has no effect on trade shares. The reason is that technical progress implies a proportional reduction in the cost of delivering goods to any destination, whether at home or abroad, so does not affect the margin at which goods are imported or produced locally.}\)
technology $T_i$ by 20 percent, first for the United States and then for Germany. Table XI reports what happens to welfare in different countries of the world as a percentage of the effect locally. Other countries always gain through lower prices. With labor mobile there is no additional income effect, so the net welfare effect is always positive. When labor is immobile, foreign countries also experience a negative income effect through lower wages in manufacturing. Hence the overall welfare effect is generally lower when countries can’t downsize their manufacturing labor forces.\textsuperscript{47} Germany and Japan, with large manufacturing shares, actually suffer welfare losses in response to technological improvements elsewhere.

The percentage benefits decay dramatically with distance and size. With labor mobile the gain in nearby countries approaches that where the improvement occurred. Canada, for example, benefits almost as much as the United States from a U.S. technological improvement. Germany’s smaller neighbors experience more than half the gain from an improvement in German technology as Germany itself. At the other extreme, Japan, which is both distant and large, gets little from either Germany or the United States.

The results point to the conclusion that trade does allow a country to benefit from foreign technological advances. But for big benefits two conditions must be met. First, the country must be near the source of the advance. Second, the

\textsuperscript{47} The exception is Greece. In the case of immobile labor the added benefit of lower wages in suppliers nearby more than offsets the reduction in the wages earned by its own small fraction of workers in manufacturing.
### Table XI

**The Benefits of Foreign Technology**

<table>
<thead>
<tr>
<th>Country</th>
<th>Mobile Labor</th>
<th>Immobile Labor</th>
<th>Mobile Labor</th>
<th>Immobile Labor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>27.1</td>
<td>14.9</td>
<td>12.3</td>
<td>4.4</td>
</tr>
<tr>
<td>Austria</td>
<td>9.3</td>
<td>2.9</td>
<td>61.8</td>
<td>5.4</td>
</tr>
<tr>
<td>Belgium</td>
<td>13.2</td>
<td>3.0</td>
<td>50.7</td>
<td>4.8</td>
</tr>
<tr>
<td>Canada</td>
<td>87.4</td>
<td>19.9</td>
<td>9.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Denmark</td>
<td>12.2</td>
<td>6.2</td>
<td>62.5</td>
<td>7.1</td>
</tr>
<tr>
<td>Finland</td>
<td>11.3</td>
<td>4.3</td>
<td>37.5</td>
<td>3.0</td>
</tr>
<tr>
<td>France</td>
<td>10.1</td>
<td>4.2</td>
<td>39.2</td>
<td>3.0</td>
</tr>
<tr>
<td>Germany</td>
<td>9.7</td>
<td>–11.6</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Greece</td>
<td>14.0</td>
<td>18.3</td>
<td>38.9</td>
<td>8.0</td>
</tr>
<tr>
<td>Italy</td>
<td>9.7</td>
<td>3.9</td>
<td>38.4</td>
<td>3.0</td>
</tr>
<tr>
<td>Japan</td>
<td>6.6</td>
<td>–0.8</td>
<td>5.9</td>
<td>–0.2</td>
</tr>
<tr>
<td>Netherlands</td>
<td>12.8</td>
<td>6.8</td>
<td>63.5</td>
<td>8.3</td>
</tr>
<tr>
<td>New Zealand</td>
<td>33.8</td>
<td>13.5</td>
<td>15.6</td>
<td>3.9</td>
</tr>
<tr>
<td>Norway</td>
<td>13.2</td>
<td>11.7</td>
<td>43.8</td>
<td>6.1</td>
</tr>
<tr>
<td>Portugal</td>
<td>14.3</td>
<td>8.6</td>
<td>39.6</td>
<td>4.7</td>
</tr>
<tr>
<td>Spain</td>
<td>9.6</td>
<td>7.0</td>
<td>27.3</td>
<td>3.3</td>
</tr>
<tr>
<td>Sweden</td>
<td>12.8</td>
<td>1.1</td>
<td>42.7</td>
<td>2.3</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>14.6</td>
<td>0.5</td>
<td>38.3</td>
<td>1.6</td>
</tr>
<tr>
<td>United States</td>
<td>100.0</td>
<td>100.0</td>
<td>9.7</td>
<td>1.4</td>
</tr>
</tbody>
</table>

**Notes:** All numbers are expressed relative to the percentage welfare gain in the country whose technology expands. Based on a counterfactual 20 per cent increase in the state of technology for either the United States or Germany.

A country needs to be able to reallocate its labor to activities outside of manufacturing.

#### 6.4. Eliminating Tariffs

In our analysis so far we have ignored, for simplicity, any revenues generated by geographic barriers, treating them as entirely natural. Our framework can, however, readily incorporate revenue-generating barriers. We assume that country $n$’s imports from country $i$ are subject to an ad valorem tariff $t_{ni}$ (on the c.i.f. price). Geographic barriers then decompose into their tariff $1 + t_{ni}$ and natural $d_{ni}^*$ components, so that $d_{ni} = (1 + t_{ni})d_{ni}^*$. We augment income $Y_n$ by tariff revenue $TR_n$, where

$$TR_n = \sum_{i\neq n} \frac{t_{ni}}{1 + t_{ni}} X_{ni}.$$  

We calculate a baseline world in which countries impose a uniform 5 percent tariff on all imports.48 We then ask what happens when: (i) all countries remove

---

48 This figure corresponds roughly to average statutory rates among the OECD. See, e.g., Hertel (1997).
General Multilateral Tariff Elimination:

Welfare rises almost everywhere if all 19 countries collectively remove tariffs. The benefits are substantially greater with mobile labor, varying from a high of 1.31 percent for Belgium to a low of 0.21 percent for Japan, with most countries gaining around one percent. With immobile labor the gains never exceed half a percent. Germany actually experiences a 0.05 percent loss (losing more in tariff revenue than its gain from lower prices and a slightly higher wage in manufacturing).

U.S. Unilateral Tariff Elimination:

If the United States removes tariffs on its own, everyone benefits except the United States, which, for standard optimal tariff reasons, suffers a welfare loss of 0.005 percent with mobile labor (0.13 percent with immobile labor). The biggest winner is Canada, which enjoys a welfare gain of 0.5 percent with mobile labor (1.1 percent with immobile labor).

With mobile labor, the percentage gains for other countries roughly equal or exceed the U.S. loss. The results point to the importance of pursuing freer trade multilaterally, since the benefits to the rest of the world of U.S. liberalization far exceed the cost to the United States.

Trade Diversion in the European Community:

Table XII reports some effects of eliminating tariffs within the 1990 European Community. Who gains and who loses depends very much on the mobility of labor. As the second column reports, with immobile labor the major losers are nonmembers nearby, whose manufacturing wages must fall in order for them to remain competitive suppliers to the EC. Members of the EC consequently benefit from lower external prices and a greater premium placed on their own manufacturing workers.

With mobile labor, however, the losers (as reported in the first column) are the northern EC members. In this scenario workers in nonmember states move to other activities rather than suffer wage cuts. Northern EC members divert imports from these nonmember states to less efficient southern EC sources.

Note from the third and fourth columns that with market integration, intra-EC trade expands substantially, especially when labor is mobile. Moreover, in the mobile labor case, EC market share elsewhere generally expands: By making inputs cheaper, market integration provides EC countries a cost advantage outside.

7. CONCLUSION

Comparative advantage creates potential gains from trade. The extent to which these gains are realized, however, is attenuated by the resistance imposed by
geographic barriers. We have developed a Ricardian model that captures these two forces quite parsimoniously. The model delivers equations relating bilateral trade around the world to parameters of technology and geography. We use data on bilateral trade flows, prices, and geography to estimate the parameters.

While the gravity literature has recognized the importance of geographic barriers in curtailing trade flows, formal models of international trade have typically ignored them. The exceptions are models in which specialization is preordained by product differentiation, via either the Armington assumption or monopolistic competition. In contrast, our framework allows geographic barriers as well as technology to determine specialization. It also connects trade flows to the deviations from the law of one price that geographic barriers generate.

---

**Table XII**

**The European Community: Welfare and Trade**

<table>
<thead>
<tr>
<th>Country</th>
<th>Aggregate Welfare</th>
<th>Imports from the EC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mobile Labor</td>
<td>Immobile Labor</td>
</tr>
<tr>
<td>Australia</td>
<td>0.13</td>
<td>0.11</td>
</tr>
<tr>
<td>Austria</td>
<td>0.32</td>
<td>-0.07</td>
</tr>
<tr>
<td>Belgium*</td>
<td>-0.91</td>
<td>0.54</td>
</tr>
<tr>
<td>Canada</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Denmark*</td>
<td>-0.27</td>
<td>0.18</td>
</tr>
<tr>
<td>Finland</td>
<td>0.28</td>
<td>-0.02</td>
</tr>
<tr>
<td>France*</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>Germany*</td>
<td>-0.03</td>
<td>-0.03</td>
</tr>
<tr>
<td>Greece*</td>
<td>0.28</td>
<td>0.13</td>
</tr>
<tr>
<td>Italy*</td>
<td>0.14</td>
<td>0.04</td>
</tr>
<tr>
<td>Japan</td>
<td>0.07</td>
<td>-0.01</td>
</tr>
<tr>
<td>Netherlands*</td>
<td>-0.58</td>
<td>0.33</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0.14</td>
<td>0.09</td>
</tr>
<tr>
<td>Norway</td>
<td>0.34</td>
<td>0.05</td>
</tr>
<tr>
<td>Portugal*</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>Spain*</td>
<td>0.21</td>
<td>0.05</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.31</td>
<td>-0.10</td>
</tr>
<tr>
<td>United Kingdom*</td>
<td>-0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>United States</td>
<td>0.10</td>
<td>0.03</td>
</tr>
</tbody>
</table>

**Notes:** All numbers are percentage changes from the baseline. In the baseline all trade is subject to a 5 percent tariff. The counterfactual is to remove tariffs between members (as of 1990) of the EC (appearing with a *). Each pair of columns shows the results of performing the counterfactual first for the case of mobile labor and then for the case of immobile labor.

---
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Our analysis uses data for manufacturing in 1990 for the 19 OECD countries listed in Table I.

**Trade Data:**

Our dependent variables are transformations (discussed in the text) of bilateral manufacturing imports. Country \( i \)'s imports from home are gross manufacturing production less manufacturing exports. Its total manufacturing expenditures are home purchases plus imports from everywhere else. These measures are reported by the STAN database in local currencies (OECD (1995)). We calculate imports from each of the other 18 countries, as a fraction of total manufactured imports, based on the United Nations-Statistics Canada bilateral merchandise trade data by 4-digit SITC, as described in Feenstra, Lipsey, and Bowen (1997). All import measures are c.i.f. Since our dependent variables normalize imports either by home sales or by total expenditures, no exchange rate translation is required.

The first column of Table I shows that imports typically represent less than half of spending on manufactures, the exceptions being Belgium, the Netherlands, and Denmark. The second column shows that most of the imports of our sample of 19 OECD countries are purchased from one of the other 18 countries in the sample.

**Price Data:**

Prices in 1990 for over 100 GDP categories in each of our 19 countries are from World Bank (1993). We use the 50 items identified by Hooper and Vrankovich (1995) as corresponding to either: (i) textile, apparel, and leather products, (ii) machinery, equipment, and fabricated metal products, or (iii) other manufactured products. We dropped the many items related to food and chemicals since we thought their prices would be unduly influenced by proximity to natural resources and taxes on petroleum products, two factors absent from our model.

**Proxies for Geographic Barriers:**

Distances between countries serve as a determinant of geographic barriers. The distances are in thousands of miles measured between central cities in each country. (A list of the cities is in Eaton and Tamura (1994)). Language groups are: (i) English (Australia, Canada, New Zealand, United Kingdom, United States), (ii) French (Belgium and France), and (iii) German (Austria and Germany).

**Manufacturing Employment and Wages:**

Since we use the model itself to solve for the price of intermediates, the only input costs entering our empirical trade equations are manufacturing wages. Annual compensation per worker in manufacturing (which includes employers’ compulsory pension and medical payments) is reported by the OECD (1995) in local currency. We translate into U.S. dollars at the current exchange rates to obtain measured compensation \( \text{comp}_i \), reported in the third column of Table I. We then adjust by worker quality, setting \( w_i = (\text{comp}_i)^{e^{-gH_i}} \), where \( H_i \) is average years of schooling and \( g \) is the return to education. Column four of Table I reports the human-capital adjusted wage (human-capital adjusted manufacturing employment is shown in column five). We set \( g = .06 \), which Bils and Klenow (2000) suggest is a conservative estimate. Years of schooling is from Kyriacou (1991), as shown in Table IV.

---

49 We used the concordance of Maskus (1991) to determine those SITC codes corresponding to manufactures. Using the concordance in Feenstra, Lipsey, and Bowen (1997) made virtually no difference.

50 We use the official rather than the purchasing power exchange rate since it determines differences in costs of production. In our model, differences in purchasing power arise endogenously.
Aggregate Income:

In our counterfactuals we require total income in 1990. We use local-currency GDP in 1990 (from OECD (1997)) translated into U.S. dollars at the 1990 exchange rate. The last column of Table I shows manufacturing labor income as a percentage of total income.

Data for Alternative Parameters:

Table IV shows the data used to pursue our alternative estimate of $\theta$, as described in Section 5.2. The first column shows stocks of research $R_i$ for each country, from Coe and Helpman (1995). They use the perpetual inventory method (assuming a depreciation rate of five percent) to add up real R&D investment by business enterprises. The second column shows the human capital measure $H_i$, for which we use average years of schooling in 1985 from Kyriacou (1991).

We use two variables to instrument for wage costs. The first is aggregate workforce $\ln(w)$, from Summers and Heston (1991, version 5.6), shown in the third column of Table IV. As with wages, we adjust for education setting $L_i = (\ln(w_i) + \alpha_i + \beta_i)$. The second instrument is density, defined as the aggregate workforce divided by a country’s land area, shown in the last column of Table IV.
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