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Abstract

A full thermal-activation rate theory for dynamic strain aging is developed for the case where a single rate-dependent strengthening mechanism controls dislocation motion in a material and where that mechanism is modified by additional time-dependent strengthening by, e.g., solute diffusion. The analysis shows that negative strain rate sensitivity cannot be obtained within such a framework, a conclusion previously reached by Hähner [1]. However, the strain rate sensitivity can be greatly reduced over a range of strain rates, making negative strain rate sensitivity more accessible by other mechanisms. In addition, the aging mechanism naturally gives rise to an instantaneous positive strain rate sensitivity and stress relaxation behavior under strain-rate jump conditions, putting the concepts advanced by McCormick [2, 3] on a quantitative footing. Finally, the model shows that non-steady state strain histories can also give rise to apparent material softening. The results here set the stage for subsequent work wherein consideration of multiple strengthening mechanisms (solute and forest hardening) operating together and with the same underlying aging mechanism can predict negative strain rate sensitivity, and its strain-rate, strain, temperature, and concentration-dependence, in quantitative agreement with data in Al-Mg solid solution alloys.
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1. Introduction

In fcc metals, plastic flow is governed by the motion of dislocations and the strain rate dependence is envisioned to be governed by the thermally-activated release of dislocations from local pinning points. These pinning points could be other dislocations forming a forest, precipitate particles, solute atoms, or other microstructural defects in the material. Standard analyses study a single typical dislocation and the energy landscape it encounters during motion [1, 2, 4-6] and are aimed at steady-state deformation. Mobile dislocations are envisioned to be pinned for an average waiting time \( \bar{t}_w \) after which they move rapidly through the material to the next pinning configuration. Under steady-state conditions (constant strain rate), the Orowan equation

\[ \dot{\varepsilon} = \rho_n b \bar{v} \]

relating strain rate to average dislocation velocity \( \bar{v} \) becomes

\[ \dot{\varepsilon} = \rho_n b \bar{d} / \bar{t}_w = \Omega / \bar{t}_w \]

where \( \bar{d} \) is the average flight distance between pinning points [7, 8]. For pinning by forest dislocations, \( \bar{d} \sim \rho_f^{-1/2} \)

so that \( \Omega = \rho_n b \rho_f^{-1/2} \) is a function of the mobile and forest dislocation densities that evolve with plastic strain. The average waiting time \( \bar{t}_w \) is considered to be the inverse of the average rate of escape over the energy barrier presented by the pinning obstacles. Specifically, \( \bar{t}_w = v_0^{-1} e^{\Delta E/kT} \) where \( \Delta E \) is the energy barrier and \( v_0 \) a fundamental attempt frequency. The energy barrier is determined by the resisting force versus dislocation position imposed by the obstacle and the local stress \( \tau \) acting on the dislocation, i.e. \( \Delta E = \Delta E(\tau) \). Various energy barrier models have been described by Friedel [9], Kocks and collaborators [4], Estrin and McCormick [3], Springer et al. [6], and are associated with various types of obstacles. The resulting strain rate versus stress is then of the general form

\[ \dot{\varepsilon} = \dot{\varepsilon}_0 \exp(-\Delta E(\tau) / kT) \]  

(1a)

A recent monograph [10] examines the success of these models for solute strengthening against experiments in a variety of metal alloys. Another notable success is the rate dependence of forest hardening as revealed by Cottrell and Stokes [11].

The strain-rate sensitivity (SRS), defined here as the dimensionless parameter

\[ m = d(\ln \tau) / d(\ln \dot{\varepsilon}) \]

and the activation volume, defined as \( V_{act} = -(\Delta E) / d\tau = kT / (m\tau) \), provide insight into the mechanisms determining the energy barrier \( \Delta E \). For instance, recent work in nanoscale twinning of Cu [12] has shown that dislocation reactions at the twin boundary have an activation volume comparable to that derived experimentally. Other recent work on nanocrystalline materials [13] has also used the activation volume to deduce mechanisms. Thus, the thermally-activated release of individual dislocations as the rate controlling process is well-established in many systems.

When time-dependent aging occurs in a material, the rate dependence of strengthening is usually treated in a more-approximate manner. In particular, in alloys showing dynamic strain aging attributed to solute diffusion toward dislocations during the waiting time \( \bar{t}_w \), the starting point for most models is the assumption of a strain-rate law

\[ \dot{\varepsilon} = \dot{\varepsilon}_0 \exp(-\Delta E(\tau, C) / kT) \]  

(1b)
where the activation energy is related to an internal variable $C$ accounting for the aging behavior. $C$ is commonly related to the time-dependent solute concentration accumulated around a dislocation during an aging time $t_a$ as

$$C(t_a) = C_m \left[ 1 - \exp\left(-\frac{(C_0 / C_m)(t_a / t_d)^n}{t_a}ight) \right]$$  \hspace{1cm} (2)

where $t_a$ is the typical dislocation aging time, $t_d$ is a characteristic solute diffusion time in the presence of the dislocation, $C_0$ is the alloy solute composition, $C_m$ is the saturation value of the solute concentration at the dislocation core, and $n$ is a parameter usually taken to be $2/3$ or $1/3$ \cite{7, 8, 11, 14-16}. To eliminate the explicit time dependence in Eq. 2, under steady-state conditions the aging time is set equal to the average waiting time, $t_a = \bar{t}_w = \Omega / \dot{\varepsilon}$, which when substituted into Eq. 1b gives a closed equation. To obtain a specific and usable form in the absence of a direct knowledge of the concentration dependence of the energy barrier $\Delta E(\tau, C)$, the activation enthalpy is often further linearized around some unspecified reference stress $\tau_r$ \cite{3, 17, 18} and around zero solute concentration as

$$\frac{\Delta E(\tau, C)}{kT} = \frac{\partial(\Delta E / kT)}{\partial \tau} \left|_{\tau_r,0} \right. (\tau - \tau_r) + \frac{\partial(\Delta E / kT)}{\partial C} \left|_{\tau_r,0} \right. C(t_a = \Omega / \dot{\varepsilon})$$  \hspace{1cm} (3)

The coefficient of the first term on the right hand side of Eq. 3 is then identified as $m_p / \tau_r$ and is related to the normal positive strain rate sensitivity. The coefficient of the second term on the right hand side of Eq. 3 is denoted as $H$ and is related to the dynamic strain aging. Inserting Eq. 3 into Eq. 1b and re-arranging then leads to the relation between strain rate and stress usually postulated in the literature,

$$\tau = \tau_r \left( 1 + m_p \ln(\dot{\varepsilon} / \dot{\varepsilon}_0) + m_p HC(\dot{\varepsilon}) \right).$$  \hspace{1cm} (4)

Since $C(\dot{\varepsilon}) = \left[ 1 - \exp\left(-\frac{(C_0 / C_m)(\Omega / \dot{\varepsilon} t_d)^{2/3}}{t_a}ight) \right]$ shows negative strain rate sensitivity (nSRS) by construction, the overall material response can show nSRS if the combination $HC$ is large enough to overcome the positive strain rate sensitivity $m_p$.

At the macroscopic scale the dynamic strain aging mechanisms (DSA) can lead to undesirable inhomogeneous flow and plastic instabilities. Localization bands may appear in the material, each of these bands leading to a serration in the stress-strain curve (this process is well known as the Portevin-Le Châtelier effect) \cite{1, 7, 17-20}. For this reason, a model that can incorporates the aging mechanisms taking place at small-scale level and that is able to predict the non-steady state behavior of these materials is essential. A correct description of the non-steady-state behavior, associated with strain jumps and PLC effects in the real material, is required for any numerical model to be well-posed and not be controlled by mesh refinements or time increments used in the numerics.
To handle non-steady-state conditions, the aging time $t_a$ has usually been assumed to evolve with the strain rate via an ad-hoc first order kinetic model given by [2, 3, 21-23]:

$$\frac{dt_a}{dt} = -\left(\frac{t_a(t) - t_w(t)}{t_w(t)}\right)$$

where $t_w(t) = \frac{\Omega}{\dot{\varepsilon}(t)}$ is the steady-state waiting time that would exist for a constant strain rate having the value $\dot{\varepsilon}(t)$. Eq. 5 is argued to be due to the relaxation of the solute diffusion to the new imposed strain rate, although there is no direct connection to any microscopic mechanism.

The manifestations of Eqs. 1-5 at the macroscopic scale are generally consistent with experimental observations. However, this agreement is obtained largely by construction. Moreover, few of the assumptions are grounded in the underlying physics of the dislocation motion and solute diffusion. First, there is a very weak physical basis for making the direct association between the solute concentration and proportional changes in the dislocation activation enthalpy. Second, there is only a qualitative basis for using the average waiting time as the aging time. Third, the linearity is purely for mathematical convenience. Fourth, the postulated non-steady-state relaxation behavior cannot be motivated by considerations of solute diffusion since the solutes are not cognizant of the macroscopic applied strain rate; any single dislocation is accumulating solutes by diffusion in a manner that is independent of the overall strain rate. The strain-rate dependence should arise from the interplay of the rate of escape of a dislocation from its local energy well, as driven by the applied stress, and the rate of increase in the energy barrier as solute diffusion proceeds.

While phenomenologically attractive, the limitations of the above models motivate us to proceed more precisely with a rate theory that does not start from Eq.1b and does not need to invoke additional assumptions such as Eq. 5 for non-steady-state behavior. Our model is developed within exactly the same framework as the prior models by assuming that the overall plastic strain rate follows the Orowan relationship and that each mobile dislocation can be treated as an independent entity. Using a proper rate theory, we find quite generally that negative strain rate sensitivity cannot be obtained when there is a single rate-dependent strengthening mechanism operating in the material. This conclusion was also reached by Hähner [1] in an analysis similar to the present one. However, we are able to numerically solve the resulting integral equations and make further quantitative assessments of the rate model and to show several new features, as follows. First, the rate dependence can be decreased significantly when aging mechanisms operate even though $m > 0$ holds at all times. Second, the model predicts a transient stress relaxation history under strain-rate-jump tests, with transient times that differ from the assumption of Eq. 5 and other estimates. Third, under non-steady-state strain history, the material response can be complex due to the competition between the strain-rate variations and the fundamental material aging rate. Although negative SRS is not obtained, these results provide an important basis for our subsequent development of new physically-based models that can quantitatively account for the SRS, both positive and negative, as a function of
temperature, strain rate, strain, and solute concentration in solid-solution-strengthened alloys. This important new model is described in a companion paper.

2. Kinetic Model for the Strain Rate Dependence of Plastic Flow with Aging

We envision a single mechanism pinning the dislocation. Whether that mechanism is solute strengthening, forest hardening, or some other mechanism is not important for the discussion. This mechanism is then augmented by an aging phenomenon that acts directly in concert with the underlying strengthening mechanism. For instance, if the strengthening is by static solutes pinning the mobile dislocations, then the aging is by diffusion of solutes to those pinning regions, influencing the solute-induced energy barrier. If the strengthening is by forest pinning, then the aging is by diffusion of solutes to the junctions, influencing the junction energy barrier. An important aspect of the analysis is that the aging starts when the dislocation is first pinned at the obstacle.

Proceeding with the analysis, at stresses below the zero temperature flow stress, a dislocation is assumed to move only by thermal activation across an energy barrier. The energy barrier $\Delta E$ is a function of the current applied stress, which depends on the current time $t$, and the elapsed time $t - t_p$ during which the dislocation has been pinned in the energy well of the strengthening mechanism. Within transition rate theory, the instantaneous rate of escape of an individual dislocation over the energy barrier at time $t$ and stress $\tau(t)$ is given by

$$v(\tau(t), t - t_p) = v_0 \exp\left(-\frac{\Delta E(\tau(t), t - t_p)}{kT}\right)$$  \hspace{1cm} (6)

where $v_0$ is the attempt frequency and $t_p$ is the time at which the dislocation becomes pinned at the obstacle. We now calculated the probability per unit time $p(\tau(t), t - t_p)$ that the dislocation actually escapes at stress $\tau$ and time $t$. First, the probability of not escaping in an infinitesimal increment $dt'$ at time $t'$ is $1 - v(\tau(t'), t' - t_p)dt'$. The probability $p_s$ that the dislocation has not escaped (i.e. survived at the present pinning site) during the interval $[t_p, t]$ is then the product of all such incremental probabilities over the interval, which in the limit of $dt \rightarrow 0$, can be written as

$$p_s(\tau(t), t - t_p) = \exp\left(-\int_{t_p}^{t} v(\tau(t'), t' - t_p)dt'\right)$$  \hspace{1cm} (7)

The probability density per unit time for a dislocation to escape at time $t$ is then

$$p(\tau(t), t - t_p) = v(\tau(t), t - t_p)\exp\left(-\int_{t_p}^{t} v(\tau(t'), t' - t_p)dt'\right)$$  \hspace{1cm} (8)

This quantity is a proper probability distribution, being normalized to unity over the interval $[t_p, \infty)$ for any arbitrary rate of escape. Eq. 8 is well known, for instance, in the
field of electron conduction by multiple trapping in band-gap states in amorphous Si and is
generalizable to multiple mechanisms and statistical distributions of trapping [24].
Qualitatively, in the presence of aging at constant stress, the energy barrier increases with
time, the escape rate correspondingly decreases with time, and the probability distribution
of Eq. 8 is stretched out relative to the non-aging case, becoming smaller at short times
where the pre-factor dominates and larger at long times where the integral in the
exponential dominates.

To connect the instantaneous rate of escape for a single dislocation to the
macroscopic strain rate for both steady-state and non-steady-state conditions, we proceed
as follows. Consider a collection of \( N_m \) mobile dislocations \( \{i\} \), pinned at various
obstacles. Denote by \( t_p^i \) the time at which the \( i^{th} \) dislocation has been pinned. The strain
rate at time \( t \) is then the rate of dislocation escape at time \( t \) multiplied by the slip increment
\( b \mathbf{d} \) obtained upon escape and summed over all mobile dislocations in the system,

\[
\dot{\varepsilon}(t) = b \mathbf{d} \sum_i \frac{1}{A} p(\tau(t), t-t_p^i)
\]  

where \( A = N_m / \rho_m \) is the sample area in the plane of the imposed shear deformation. Eq. 9
can be rewritten as

\[
\dot{\varepsilon}(t) = b \rho_m \mathbf{d} \sum_i \frac{1}{N_m} p(\tau(t), t-t_p^i) = \Omega \frac{1}{N_m} \sum_i \frac{1}{N_m} p(\tau(t), t-t_p^i)
\]  

where \( \Omega = b \rho_m \mathbf{d} \) is the elementary strain increment produced when all the mobile
dislocations accomplish a successful thermally-activated event. The current strain rate thus
depends on the prior history of last pinning times and the applied stress history. Considering a distribution in time of such pinning events, with the probability of pinning at
time \( t_p \) denoted as \( p_p(t_p) \), we replace the sum in Eq. 10 by an integral and obtain the strain
rate as

\[
\dot{\varepsilon}(t) = \Omega \int_{-\infty}^{t} p_p(t_p) p(\tau(t), t-t_p) dt_p
\]  

The key step now lies in recognizing that the probability of pinning at time \( t_p \) is precisely
the rate of release of the dislocation from its prior pinning site at the same time (neglecting
the flight time, which is very short). This rate is, in turn, related to the strain rate at that
time, so that \( p_p(t_p) = \dot{\varepsilon}(t_p) / \Omega \). Inserting this result into Eq. 11 and using Eq. 8, we obtain
the general constitutive equation relating the strain rate to the stress and time history of the
energy barriers in the system as

\[
\dot{\varepsilon}(t) = \int_{-\infty}^{t} \dot{\varepsilon}(t_p) \nu(\tau(t), t-t_p) \exp\left(-\int_{t_p}^{\nu(\tau(t'), t'-t_p) dt'}\right) dt_p
\]  
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Eq. 12 is the first main result of this paper. Before analyzing Eq. 12 in detail, we note that under steady-state conditions, the strain rate cancels out and the resulting equation is an identity. Thus, the steady-state rate cannot be derived directly from Eq. 12 in spite of its generality. We therefore manipulate Eq. 12 to obtain another useful relation between the strain rate, stress, and time. We change variables in Eq. 12 to

\[ \int_0^\infty \dot{\varepsilon}(t-t_a) \exp \left( -\int_0^{t''} \nu(\tau, t'-t_a) d\tau' \right) dt_a = 0 \]

which implies that

\[ \int_0^\infty \dot{\varepsilon}(t-t_a) \exp \left( -\int_0^{t''} \nu(\tau, t'-t_a) d\tau' \right) = \text{Const} \]

Under a steady-state strain rate and, thus, constant stress, Eq. 14 shows that

\[ \int \dot{\varepsilon} \exp \left( -\int \nu(\tau, t') dt' \right) dt = \text{const} \]

The right hand side of Eq. 15 is, however, exactly the average waiting time \( \bar{t}_w \), as shown by computing it as the mean of the escape probability,

\[ \bar{t}_w = \int_0^\infty t p(\tau, t) dt = \int_0^\infty t v(\tau, t) \exp \left( -\int_0^\infty v(\tau, t') dt' \right) dt = \int_0^\infty \exp \left( -\int_0^\infty v(\tau, t') dt' \right) dt \]

We therefore deduce that \( \text{const} = \Omega \), the elementary strain, and can rewrite Eq. 14 as

\[ \Omega = \int_{-\infty}^\infty \dot{\varepsilon}(t_p) \exp \left( -\int_{t_p}^{t''} \nu(\tau, t''-t_p) d\tau' \right) \]

and write the steady-state strain rate in the “usual” form

\[ \dot{\varepsilon} = \Omega / \bar{t}_w \]

with \( \bar{t}_w \) given by Eq. 16. Eq. 17 is the second main result of this paper.

Eq. 12 or Eq. 17 completely describes the evolution of the strain rate with the applied stress history and any aging that is contained within the time-dependence evolution of the
energy barrier. Eq. 17 is useful for predicting steady-state behavior, as it leads to Eq. 18, while Eq. 12 is useful in dealing with discontinuities in the strain rate. We note clearly that the equivalents of Eqs. 12 and 17 were derived previously by Hähner [1]. Hähner also highlighted the fact that the strain rate sensitivity parameter is positive definite (see below). Thus, our present analysis can be viewed as a different route to the same result, where we have emphasized from the start the specific time dependence of the energy barrier due to aging. In the following sections, we analyze further the behaviors predicted by Eqs. 12 and 17 in the presence of aging effects to elucidate some important features that were not adequately addressed in Hähner’s work and that bear strongly on our subsequent models for negative strain rate sensitivity. We also believe our derivation is useful at this juncture because Hähner’s work was never built upon further. After one companion paper arguing for a “dynamic synchronization” phenomena to obtain negative $m$, Hähner and coworkers subsequently devised a completely different model based on a kinetic model for evolution of the energy barrier and have used only that later model in many, if not all, subsequent publications [18, 19, 20, 25].

3. Predictions of Strain-Rate Behavior with Aging

3.1 General Features

We now analyze the most important features of the general kinetic model. First, the model should yield the standard rate model for a constant applied stress and in the absence of any aging effects. In this case, the rate $\dot{\varepsilon}$ is constant in time and depends only on the stress, $\dot{\varepsilon} = \nu(\tau)$. The inner integrand of Eq. 16 is then constant and the integration is trivial, yielding the standard result

$$\dot{\varepsilon} / \nu(\tau) = \Omega$$

which, upon substituting in Eq. 6, yields

$$\dot{\varepsilon} = \Omega \nu_0 \exp(-\Delta E(\tau)/kT)$$

(19)

which is identical to Eq. 1a with $\dot{\varepsilon}_0 = \Omega \nu_0$. Our model is thus fully consistent with the long-standing kinetic theories of slip in the absence of aging effects.

Second, in the presence of aging, the steady-state strain rate sensitivity can be computed directly from Eqs. 16 and 18, and is always positive. Specifically, the derivative of the strain rate versus the applied stress is

$$\frac{d\dot{\varepsilon}}{d\tau} = \frac{d}{d\tau} \left( \frac{\Omega}{\tilde{t}_w} \right) = -\frac{\Omega}{\tilde{t}_w} \int_0^\infty \left( -\int_0^{\tau} \frac{d\nu(t',\tau')}{d\tau} dt' \right) \exp \left( -\int_0^{\tau} \nu(t',\tau') dt' \right) dt$$

(20)

The rate of escape must always be an increasing function of the applied stress, i.e. $\frac{d\nu(t',\tau')}{d\tau} \geq 0$. It is not possible to delay dislocation escape over a well-defined barrier by raising the applied stress. An applied stress puts energy into the system and assists in lowering the barrier for motion in the direction of the applied field independent of the form of the energy barrier. All other terms in Eq. 20 are positive and the two negative signs cancel. Therefore, we deduce, on the most general grounds, that
\[
\frac{d\dot{\varepsilon}}{d\tau} \geq 0 \quad \text{and} \quad m = \frac{d\ln(\tau)}{d\ln(\dot{\varepsilon})} = \frac{\dot{\varepsilon} d(\tau)}{\tau d(\dot{\varepsilon})} \geq 0
\]  \hspace{1cm} (21)
\]

i.e. the steady-state the strain rate sensitivity (SRS) parameter \(m\) is always positive, independent of the underlying microscopic details of the time-dependence of the energy barrier. This conclusion holds when all mobile dislocations are treated equally and independently, which is implicitly assumed in all models to date for the kinetics of slip with or without DSA. We conclude that the steady-state negative SRS is not possible for a collection of non-interacting dislocations within a model that considers the energy barrier to be associated with one single mechanism of pinning. The occurrence of negative SRS must thus rely on a more complex internal dynamics than heretofore has been envisioned. Eq. 21 \((m>0)\) is the third main result of this paper.

In light of Eq. 21 showing \(m > 0\), the origin of \(m < 0\) in the standard model of Eqs. 1b-3 becomes clear. Eq. 3 is obtained from our result by replacing the aging time variable in the integral in the exponential of Eq. 15 by the average waiting time \(\bar{\tau}_w = \Omega / \dot{\varepsilon}\). However, such a replacement is strictly not valid because it neglects the evolving shape of the escape probability due to aging effects. Thus, a seemingly reasonable assumption completely changes the predicted behavior, yielding a predicted negative SRS that cannot, in reality, be achieved.

3.2 Energy Barrier Models

We now apply the model to predict the strain-rate behavior when dislocation aging is controlled by a time-dependent phenomenon that, for specificity, we envision as solute diffusion. To proceed, we require some model for the energy barrier including aging. We start by describing the energy barrier in the absence of aging. We assume the general form proposed by Kocks and collaborators [4] and derivable from a range of models associated with dislocation/obstacle interactions,

\[
\Delta E_0(\tau) = \Delta E_0 \left(1 - \frac{\tau}{\tau_0}\right)^\alpha
\]  \hspace{1cm} (22)

where \(\Delta E_0\) is the zero stress energy barrier, \(\tau_0\) is the zero temperature strength (i.e. the stress at which the barrier becomes zero), and \(\alpha\) is a parameter which, for many smooth energy barriers, takes the value of 3/2 [26]. The energy barrier due to static random solutes, in the absence of any solute diffusion, can be derived from analytical considerations [27, 28]. Recent molecular dynamics and statics simulations for Al-Mg have reinforced these analytic models and provide some values for the parameters [26, 29]. The numerical simulations coupled with analytic studies performed for Al/5%-Mg alloys reveal approximate values for the non-dimensional parameter of \(\frac{\Delta E_0}{kT} \approx 71.4\) at room temperature, \(\tau_0 \approx 50\, MPa\), and \(\alpha = 3/2\).

When aging that acts to modify the energy barrier as a function of time, there are two models derivable from fundamental mechanisms under certain well-justified conditions. The first model prevails at low applied stresses when the spatial range of the diffusing solute cloud is smaller than the distance from the minimum to the maximum of the energy profile that exist before the aging commences and is given by
\[ \Delta E(\tau, t) = \Delta E_0(\tau) + \Delta E_a(t) \]  

(23)

where the second term is the additional energy barrier due to aging. The second model prevails at high stresses applied, when the spatial range of the solute cloud is greater than the distance between the minimum and maximum points of the energy profile, and is given by

\[ \Delta E(\tau, t) = \Delta E_0(\tau - \Delta \tau_a(t)) \]  

(24)

where \( \Delta \tau_a(t) \) is an effective time-dependent “back stress” opposing the dislocation motion due to solute diffusion. If the aging mechanism is dominated by the diffusion of the solute atoms towards the mobile dislocation cores when they are pinned at obstacles, then the energy barrier change can be represented by a form similar to Eq. 2 for the solute concentration as

\[ \Delta E_a(t) = \Delta E_\infty \left(1 - \exp\left(-\left(\frac{t}{t_d}\right)^n\right)\right) \]  

(25)

where \( \Delta E_\infty \) is the saturation energy barrier change. A similar form can be derived for the aging-induced backstress, given by

\[ \Delta \tau_a(t) = \Delta \tau_\infty \left(1 - \exp\left(-\left(\frac{t}{t_d}\right)^n\right)\right) \]  

(26)

where \( \Delta \tau_\infty \) is the saturation value of the strengthening due to the full formation of the solute cloud. A new model based on solute diffusion solely across the two planes on either side of the dislocation core, from tension to compression or vice-versa depending on the solute volume misfit, has been developed and justifies the forms of Eqs. 23-26 and provides explicit atomistically-derived formulas for all of the parameters [29]. Eqs. 23-26 are sufficiently general to represent other aging mechanisms and so our results here do not rely on the new model. Results for models using Eqs. 23 and 25 are remarkably similar to those obtained using Eqs. 24 and 26 and so we will confine our presentation of results to the case of Eqs. 24 and 26. For the cross-core diffusion mechanism described above [29], the saturation strengthening due to solute diffusion was estimated as \( \Delta \tau_\infty / \tau_0 \approx 0.1 \) with \( n=1, t_d \approx 6.3s \) at room temperature, and \( \Omega = 6.3 \cdot 10^{-4} \) [7, 21]. We use these values below for illustrative purposes, and describe the effects of a broader parameter study subsequently.

3.3 Steady-State Strain Rate Behavior

Predictions for the steady-state stress versus strain rate, via Eqs. 16-18, 24 and 26, are shown in Figure 1a for parameter values quoted in the previous section and for a selection of other values for some parameters. At high strain rates
\( \dot{\varepsilon} \gg \dot{\varepsilon}_d = \Omega / t_d = 10^{-4} \text{ s}^{-1} \), the thermal escape occurs too quickly for the solute diffusion to occur and strengthen the system. The strain rate behavior is thus essentially that of a material with no aging effects, given by

\[
\dot{\varepsilon} = \nu_0 \Omega \exp \left( -\frac{\Delta E_d}{kT} \left( 1 - \frac{\tau}{\tau_0} \right)^{3/2} \right), \tag{27}
\]

as shown by the dotted line in Figure 1a. For slow strain rates \( \dot{\varepsilon} \ll \dot{\varepsilon}_d = \Omega / t_d = 10^{-4} \text{ s}^{-1} \), the thermal activation is so slow that the dislocations are fully aged prior to escape. The strain rate behavior is then that of a material with no aging effects, but shifted by the stress associated with the full aging, given by

\[
\dot{\varepsilon} = \nu_0 \Omega \exp \left( -\frac{\Delta E_0}{kT} \left( 1 - \frac{\tau - \Delta \tau_\infty}{\tau_0} \right)^{3/2} \right) \tag{28}
\]

as shown by the dash-dotted line in Figure 1a. The strain rate sensitivity in the regimes of high and low strain rates are

\[
m = \frac{1}{\alpha} \left[ \frac{\Delta E}{kT} - \ln \left( \frac{\nu_0 \Omega}{\dot{\varepsilon}} \right) \right]^{1/\alpha - 1} \tag{29a}
\]

and

\[
m = \frac{1}{\alpha} \left[ \frac{\Delta \tau_\infty}{\tau_0} \left( \frac{\Delta E}{kT} - \ln \left( \frac{\nu_0 \Omega}{\dot{\varepsilon}} \right) \right) \right]^{1/\alpha - 1} \tag{29b}
\]

The variation of the strain rate sensitivity with the strain rate is shown in Figure 1b for each of the cases considered in Figure 1a.

At intermediate strain rates, there is a transition between the two limiting cases. The stress versus strain rate remains monotonically increasing, so that the strain rate sensitivity is always positive, as required by Eqs. 20 and 21. However, in this range of strain rates, the strain rate sensitivity is reduced substantially. For the parameters here, the strain rate sensitivity is reduced by up to a factor of 1/6 relative to the values at low strain rate. The aging thus does have a marked effect on the strain rate behavior of the material, increasing the strength with decreasing strain rate, but does not yield negative strain rate sensitivity. The reduction in strain rate sensitivity, however, can facilitate the onset of negative strain rate sensitivity if other mechanisms are included. The usual view of negative strain rate sensitivity is that the process with \( m < 0 \) must overcome another process (the “normal” rate sensitivity) with \( m > 0 \) to obtain a net parameter \( m < 0 \). The results here
show that the “normal” strain rate sensitivity itself is strongly reduced by the aging process, so that a weaker mechanism having \( m < 0 \) can produce a net \( m < 0 \).

In spite of the complexity of the combination of Eqs.16-18 and 26, an accurate fully analytic expression for the strain-rate versus stress can be derived, as shown in Appendix 1. Thus, with some algebra only, any results for steady-state behavior as a function of any parameters in the model can be assessed quite rapidly.

Figures 1a,b also show the stress and strain rate sensitivity for a few combinations of material parameters. Parameter variations change the detailed results but not the general conclusions or the limiting cases. Increasing or decreasing the saturation aging stress, which can depend on the type and concentration of the mobile solute atom, increases or decreases the low-strain-rate stresses. Moreover, the value of the saturation aging stress determines the point at which the asymptotic low-strain-rate limit is achieved. In Figure 1a, we see that increasing \( \Delta \tau_\infty \) from 0.1\( \tau_0 \) to 0.15\( \tau_0 \) shifts the asymptotic limit from \( \dot{\varepsilon} / \dot{\varepsilon}_d \approx 10^{-3} \text{s}^{-1} \) to \( \dot{\varepsilon} / \dot{\varepsilon}_d \approx 10^{-5} \text{s}^{-1} \), and flattens the stress response to generate a wider range of lower strain rate sensitivity (Figure 1b). Changing the parameter \( n \) from 1 to 1/3, a common range assumed in many models, broadens the transition range at higher stresses but with a corresponding increase in the strain-rate-sensitivity over the DSA range.

3.4 Non-steady State Response: Strain Rate Jump Tests

As noted earlier, obtaining the correct transient behavior during strain-rate jumps is essential for any proper numerical modeling of PLC-type instabilities. In addition, strain-rate jump tests are a common method for extracting steady-state strain rate sensitivity. Here we demonstrate that the model of Eqs.12 and 17 shows the expected physical behavior of an instantaneous positive strain rate sensitivity upon a jump in the strain rate followed by a relaxation to the steady-state stress at the new strain rate. Although there is no negative SRS, the transient behavior is important. In addition, strain-rate jump experiments aimed at understanding dynamic strain aging have been performed in the stable \((m>0)\) low-strain-rate regime so that the entire deformation process is homogeneous and well-defined [6, 30]. These experiments still show transient behavior and aging effects, and it is necessary that these effects be captured properly in a model.

Imagine a system in steady state at constant strain rate \( \dot{\varepsilon}_1 \) for times \( t < 0 \) that is then subjected to an instantaneous strain rate change to \( \dot{\varepsilon}_2 \) at \( t = 0 \). At much later times, the system should attain a new steady state at stress \( \tau(t) = \tau_2 \) where \( \tau_2 \) is the stress required to maintain the steady-state strain rate \( \dot{\varepsilon}_2 \). We are interested in predicting the stress history \( \tau(t) \) \( t \geq 0 \). For the specified strain jump, Eq. 12 requires the strain history to satisfy

\[
\dot{\varepsilon}_2 = \int_{-\infty}^{0} \dot{\varepsilon}_1 v(\tau(t), t-t_p) \exp \left\{ -\int_{t_p}^{t} v(\tau(t'), t'-t_p) dt' \right\} dt_p + \int_{0}^{t} \dot{\varepsilon}_2 v(\tau(t), t-t_p) \exp \left\{ -\int_{t_p}^{t} v(\tau(t'), t'-t_p) dt' \right\} dt_p
\]

(30a)

For the same test, Eq. 17 predicts a stress history obeying
In the above equations, there are two classes of dislocations: those pinned before $t = 0$ and those pinned after $t=0$. However, the time evolution of the energy barrier due to diffusion is independent of such a distinction. The solutes accumulate on a given dislocation starting at $t_p$ and continuing until the dislocation escapes. During the pinning time, the strain rate and stress can be changing, but the dislocation energy barrier itself is only varying with the stress. The only exception to this would be if the change in applied stress changes the local dislocation position and thereby changes the solute cloud evolution by resetting the pinning time without having caused any appreciable strain increment; we neglect such a possibility, which has never yet been considered.

In the absence of aging, Eq. 30a predicts the expected result. The rate of escape is independent of the pinning time and so at time $t = 0^+$, Eq. 30a requires

$$\dot{\epsilon}_2 / \dot{\epsilon}_1 = v(\tau(0^+)) / v(\tau_1)$$

This requires further $\tau(0^+) = \tau_2$ since $\dot{\epsilon}_1 = \Omega v(\tau_1)$. In other words, the stress immediately jumps to the value necessary to maintain the newly imposed rate $\dot{\epsilon}_2$. The stress then stays fixed at this value, with no transient behavior. This is the required and expected result because in the absence of aging the dislocations possess no memory of their residence at the pinned location. The dislocation escape is purely a stochastic phenomenon depending on the instantaneous applied stress. There is thus no transient behavior.

In the presence of aging, neither Eq. 30a nor Eq. 30b alone is suitable for obtaining numerically the entire stress history $\tau(t)$ for $t \geq 0$. Immediately after the jump, the second term in Eq. 30b is negligible and provides no information about the instantaneous stress jump. Conversely, at long times the first term in Eq. 30a becomes negligible and Eq. 30a becomes an identity independent of the stress history. However Eqs.30a, b enforced simultaneously for all times are able to capture the complete history. The numerical approach used here is described in Appendix 2.

The instantaneous jump in stress accompanying the jump in strain rate can be evaluated using Eq. 30a. Immediately after the jump, at $t = 0^+$, Eq. 30a requires the stress $\tau(0^+)$ to satisfy

$$\dot{\epsilon}_2 / \dot{\epsilon}_1 = v(\tau(0^+),0) / v(\tau_1,0) + \int_0^\tau \frac{d}{dt} \left( \frac{v(\tau(0^+,t) / v(\tau_1,t))}{v(\tau_1,t)} \right) \exp \left( - \int_0^t v(\tau_1,t') dt' \right) dt$$

The first term on the right hand side is similar to Eq. 31. The second term on the right hand side of Eq. 32 is negligible in comparison, being identically zero for $\alpha = 1$ and 2-3 orders of magnitude smaller for $\alpha = 3/2$. Thus, to a very good approximation, the instantaneous stress satisfies

$$\dot{\epsilon}_2 / \dot{\epsilon}_1 \approx v(\tau(0^+),0) / v(\tau_1,0)$$
Using Eq. 6 for the rate of escape of a dislocation from the energy barrier given by Eq. 22 then yields

\[
\ln \left( \frac{\dot{\varepsilon}_2}{\dot{\varepsilon}_1} \right) \approx - \frac{\Delta E_0}{kT} \left( \left( 1 - \frac{\tau(0^+)}{\tau_0} \right)^a - \left( 1 - \frac{\tau_1}{\tau_0} \right)^a \right)
\]  

(34)

The stress jump from \( \tau_1 \) to \( \tau(0^+) \) is thus almost exactly the same as for the “no aging” case, because there is no time for solute diffusion to occur during the instantaneous jump. The starting value \( \tau_1 \) is different, however, due to the aging mechanism.

After the jump in strain rate (and stress), the stress relaxes to the final steady state value. For jumps in the very low and very high strain rate regimes, the stress value jumps directly to the steady-state value and the transient is absent. For intermediate strain rates, the stress jumps to the value \( \tau(0^+) \) and evolves asymptotically to the steady state value. Figure 2a shows the stress jump and transient stress for a strain rate jump ratio of \( \dot{\varepsilon}_2 / \dot{\varepsilon}_1 = 10 \) for a wide range of initial strain rates \( \dot{\varepsilon}_1 \). Figure 2b shows the stress jump and transient stress for a strain rate jump downward of \( \dot{\varepsilon}_2 / \dot{\varepsilon}_1 = 1/10 \). The magnitude of the jump agrees well with Eq. 34 for both jumps up and jumps down in the strain rate. Although the transient behavior appears to be approximately exponential when viewed over the full time scale of the transient, in detail it is different. The rate of stress relaxation immediately after the jump is actually quite low. At slightly later times, the rate of relaxation increases very rapidly, appearing in Figure 2 as an abrupt change on the time scale shown. Eventually, the rate of relaxation transitions to something like an exponential decay. Thus, an exponential stress transient, as emerges in the standard model of Eqs. 2, 4, 5 is not entirely accurate. The predictions for the instantaneous material response immediately after the jump and its independence on the dynamic strain aging phenomena were also inferred in the by McCormick [2] and Hähner [1], but the latter solutions were based on the linear response of these Eqs. 12 and 17 leading to an asymptotic stress not equal to that corresponding to the steady state \( \dot{\varepsilon}_2 \) but instead depending on both \( \dot{\varepsilon}_1 \) and \( \dot{\varepsilon}_2 \).

We estimate a transient time \( t^* \) by fitting \( \tau(t) - \tau_2 \) for \( t \geq t_j \) to the form \( \bar{\tau}(1 - \exp\left(-\left(t/t^*\right)^p\right)) \). The best-fit exponent \( p = 2/3 \) emerged in all cases. Figure 3 shows the value of \( t^* \), normalized by \( t_d \), as a function of the final strain rate \( \dot{\varepsilon}_2 \) normalized by \( \dot{\varepsilon}_d \) for a wide range of strain rates and jumps up and down in rate by a factor of 10. In the model of McCormick [2], the transient time scales with the inverse of the final strain rate \( \dot{\varepsilon}_2 \) and so decreases continuously with increasing strain rate. In contrast, we find that the transient time is non-monotonic, with the transient time increasing up to a critical normalized strain rate between \( 10^1 \dot{\varepsilon}_d \) and \( 10^2 \dot{\varepsilon}_d \ s^{-1} \), followed by a fast decrease. Qualitatively similar non-monotonic results were found by Hähner [1] for jumps up in strain rate, but with quantitative differences. Figure 3 shows that the transient time is smaller for a jump down in the strain rates (from \( 10\dot{\varepsilon}_2 \) to \( \dot{\varepsilon}_2 \)) than for a jump up (from \( \dot{\varepsilon}_2 / 10 \) to \( \dot{\varepsilon}_2 \)). This is expected because for a jump down, the waiting time is relatively smaller than for a jump up, so that the aging history is forgotten more quickly.
3.5 Non-steady State Response: Continuous Strain Rate History

Finally, we investigate the response of the material to a time-varying strain rate history. This exercise reveals that the there are aging effects for non-steady-state and non-jump conditions that arise from the competition between the rate that solutes can diffuse to the dislocations and the time-varying rate of dislocation escape required to maintain the imposed strain history. We choose a simple periodic strain rate history, as might occur under cyclic fatigue conditions or under conditions of instability that could arise if other aging effects give negative SRS. Specifically, we impose a constant strain rate history up to time $t = 0$ followed by a periodic variation in strain rate given by:

$$\dot{\epsilon}(t) = \begin{cases} 
\dot{\epsilon}_0 & t \leq 0 \\
\dot{\epsilon}_0 + \Delta \dot{\epsilon} \sin^2(\omega t) & t \geq 0 
\end{cases}$$

(35)

Figure 4 shows three examples of stabilized stress-strain rate cycles for (i) $\dot{\epsilon}_0 = 10^{-4} \text{ s}^{-1}$, $\Delta \dot{\epsilon} = 9 \cdot 10^{-4} \text{ s}^{-1}$; (ii) $\dot{\epsilon}_0 = 10^{-3} \text{ s}$, $\Delta \dot{\epsilon} = 9 \cdot 10^{-3} \text{ s}$ and (iii) $\dot{\epsilon}_0 = 10^{-2} \text{ s}^{-1}$, $\Delta \dot{\epsilon} = 9 \cdot 10^{-2} \text{ s}^{-1}$, all of them with a frequency of $\pi / \omega = 100 \text{s}$. Numerically, the stress evolution was obtained using Eq. 12, which is accurate since the imposed strain rate is a continuous function. For each time increment, it was verified that Eq. 17 was also satisfied to within 2%. From Figure 4, we see that the value of the stress field at the end of the first cycle is lower than the initial steady state value although the strain rate is the same. This difference is indicated in Figure 4, with $\delta_1 = 0.004$ for (i), $\delta_2 = 0.006$ for (ii) and $\delta_3 = 0.002$ for (iii). This behavior is due to the aging, and is not surprising if we consider the influence of the stress history. First, at the beginning and end of the cycle the strain rate is the same and so the instantaneous effects cancel during the history. When the interaction between the solutes and dislocations is included, the higher strain rate during cycling causes a lower average aging time, lower diffusion of the solutes across the dislocation core, and thus a lower value for the stress as compared to the initial steady-state. A similar experiment with the steady-state strain rate prior to the cycle higher than any of the strain rates during the cycling, a higher value peak stress (hardening) would arise. The same behavior can be also inferred qualitatively from the McCormick [2] model. With further cycling, the constant strain-rate prior to $t=0$ is forgotten after some period that depends the details (initial strain rate, amplitude, and frequency) and the cyclic stress response stabilizes.

4. Conclusions

We have presented a kinetic model for a dynamic strain aging mechanism in solid solutions based on thermally activated release of the dislocations from their local pinning points, leading to constitutive equations for the stress versus strain rate in these materials. Most importantly, our analysis shows that the consideration of a single rate-dependent strengthening mechanism (e.g. mobile dislocations, temporary pinned and aged at various obstacles) can not lead to negative strain rate sensitivity. The aging mechanism does significantly lower the strain rate sensitivity in the DSA range of strain rates where the solute diffusion is an active process. This opens the possibility of negative strain rate sensitivity in the presence of other types of defects interactions (e.g. interactions between
dislocations junctions and solute atoms), which can be easily incorporated in our model through appropriate changes in the energetic barriers that must be overcome by thermal activation. The current model does predict the observed memory effects. For strain-rate jump tests within the DSA range, the material stress response shows an instantaneous response independent of any aging mechanisms followed by a transient regime, with convergence to the post-jump steady-state solution. The material memory within the DSA range is also shown for a cyclic strain-rate history, leading to apparent softening effects. With the ability to recover the classical kinetic theories in the absence of aging effects but also able to incorporate various dislocation/solute interactions mechanisms, the current model provides a robust rate-dependent constitutive equation for the solute strengthening and aging effects in metal alloys. In a companion paper, we consider the influence of forest strengthening, and forest aging, within the same fundamental framework, and show the emergence of negative strain rate sensitivity and a host of other phenomena typically observed in alloys exhibiting dynamic aging due to solute effects.

Appendix 1.

Here, we derive an accurate analytic form for the steady-state average waiting time in Eq. 16, which then directly determines the steady-state strain rate versus stress via Eq. 18, when the time-dependent energy barrier is given by Eqs.24, 26. Similar results can be obtained using Eqs.23, 25. We divide the integration domains in Eq. 16 into three regions $([0, (1-k)t_d], [(1-k)t_d, (1+k)t_d], [(1+k)t_d, \infty])$, where $k$ is a parameter, and approximate each of the integrals in the selected interval. The division into three regions leads to the exact result

$$
\bar{\tau}_w = \int_0^\infty \left( -\int_0^t v(\tau, t') dt' \right) dt = \int_0^{(1-k)t_d} \exp\left( -\int_0^t v(\tau, t') dt' \right) dt + \int_{(1-k)t_d}^{(1+k)t_d} \exp\left( -\int_0^t v(\tau, t') dt' - \int_{(1-k)t_d}^t v(\tau, t') dt' \right) dt + \int_{(1+k)t_d}^\infty \exp\left( -\int_0^t v(\tau, t') dt' - \int_{(1-k)t_d}^t v(\tau, t') dt' - \int_{(1+k)t_d}^{(1+k)t_d} v(\tau, t') dt' \right) dt
$$

(A1.1)

We then make the following approximations:

(i) On the interval $[0, (1-k)t_d]$, assume $\tau^\alpha < t_d^\alpha$, so that the rate of escape at the time $t'$ is estimated as

$$
v(\tau, t') \approx v_0 \left( 1 - \alpha \left( \frac{1 - \tau}{\tau_0} \right)^{\alpha-1} \frac{\Delta \tau}{\tau_0} \frac{\Delta E_0}{kT} \left( \frac{t'}{t_d} \right)^\alpha \right) \exp\left( -\frac{\Delta E_0}{kT} \left( \frac{1 - \tau}{\tau_0} \right)^\alpha \right)
$$

(A1.2)
(ii) On the interval \([(1-k)t_d, (1+k)t_d]\), assume \(t^n \approx t_d^n\) and approximate the rate of escape as

\[
v(t, t') \approx v_0 \left(1 + \theta \left(1 - \left(\frac{t'}{t_d}\right)^n\right)\right) \exp\left(-\frac{\Delta E_0}{kT} \left(1 - \frac{\tau}{\tau_0} + \frac{\Delta \tau_{\infty}}{\tau_0}\right)^a\right)
\]

where \(\theta = \frac{1}{e} \left(1 - \frac{\tau}{\tau_0} + \frac{1}{e} \frac{\Delta \tau_{\infty}}{\tau_0}\right)^{a-1} \frac{\Delta \tau_{\infty} \Delta E_0}{kT}\) and \(e = \exp(1)\).

(iii) On the interval \([(1+k)t_d, \infty]\), assume \(t^n >> t_d^n\) and thus approximate the rate of escape as

\[
v(t, t') \approx v_0 \exp\left(-\frac{\Delta E_0}{kT} \left(1 - \frac{\tau}{\tau_0} + \frac{\Delta \tau_{\infty}}{\tau_0}\right)^a\right)
\]

Substituting the approximations of (A1.2-4) into each of the integrals in (A1.1) leads to a waiting time that can be written in the form

\[
\tilde{t}_w = t_0 D_0 + t_1 D_1 + t_\infty D_\infty
\]

where

\[
t_0 = \left(v_0 \exp\left(-\frac{\Delta E_0}{kT} \left(1 - \frac{\tau}{\tau_0}\right)^a\right)\right)^{-1}
\]

\[
t_1 = \left(v_0 \left(1 + 0.36a \left(1 - \frac{\tau}{\tau_0} + 0.63 \frac{\Delta \tau_{\infty}}{\tau_0}\right) \frac{\Delta \tau_{\infty} \Delta E_0}{kT}\right)^{-1} \exp\left(-\frac{\Delta E_0}{kT} \left(1 - \frac{\tau}{\tau_0} + 0.63 \frac{\Delta \tau_{\infty}}{\tau_0}\right)^a\right)^{-1}\]

\[
t_\infty = \left(v_0 \exp\left(-\frac{\Delta E_0}{kT} \left(1 - \frac{\tau}{\tau_0} + \frac{\Delta \tau_{\infty}}{\tau_0}\right)^a\right)\right)^{-1}
\]

\[
D_0 = 1 - \exp\left(-\left(1-k\right)\frac{t_d}{t_0}\right),
\]

\[
D_\infty = \exp\left(-\left(1-k\right)\frac{t_d}{t_0} - 2k \frac{t_d}{t_1}\right)
\]

\[
D_1 = 1 - D_0 - D_\infty.
\]

Figure A1 shows the relative error \(|\tau - \tau^{\text{approx}}| / \tau\) versus normalized strain rate for this approximation, where \(\tau\) is the steady-state stress computed numerically via Eq.16 and...
\( \tau^{\text{approx}} \) is computed using Eq.A1.5 with \( k=0.95 \). The error is less than 3.5% for \( n=1/3 \) and less than 1.5% for \( n=1 \). The approximation can be further improved by optimizing \( k \) for each \( n \).

**Appendix 2.**

Here we provide additional details about the numerical procedures used in the determination of the material response to an imposed instantaneous jump in the strain rate. As mentioned in Section 3.3, neither Eq. 30a nor Eq. 30b can be used alone for accurate predictions of the stress response for the entire history of deformation. Nevertheless, both Eqs.30a, b must be simultaneous satisfied. It can be easily observed that the Eq.30a can be replaced by:

\[
\begin{align*}
\dot{\varepsilon}_2 &= h \left[ \int_{-\infty}^{0} \dot{\varepsilon}_1, \nu(t',t-t_p) \exp \left( -\int_{t_p}^{t} \nu(t,t'-t_p) dt' \right) dt_p + \\
&+ \int_{0}^{t} \dot{\varepsilon}_2, \nu(t',t-t_p) \exp \left( -\int_{t_p}^{t} \nu(t,t'-t_p) dt' \right) dt_p \right]
\end{align*}
\]  

(A2.1)

where

\[
\begin{align*}
h &= \Omega / \int_{-\infty}^{0} \dot{\varepsilon}_1, \exp \left( -\int_{t_p}^{t} \nu(t,t'-t_p) dt' \right) dt_p + \int_{0}^{t} \dot{\varepsilon}_2, \exp \left( -\int_{t_p}^{t} \nu(t,t'-t_p) dt' \right) dt_p
\end{align*}
\]  

(A2.2)

which does not reduce to an identity in the steady-state regime. Prior to the jump time Eqs.A2.1, 2.2 reduce to Eq. 17, which can be easily solved. Then, starting from the jump time, the time interval is discretized into small increments \([t_0, t_1, \ldots t_k, \ldots]\). Eq. A2.1 is then solved consecutively for each discretized value. Given the stress computed at times \([t_0, t_1, \ldots t_k, \ldots]\) and making linear interpolations between these increments, we predict the stress at \( t=t_k \) by solving a nonlinear equation for the unknown \( \tau_k = \tau(t_k) \) using linear extrapolation in the interval \([t_{k-1}, t_k]\) as \( \tau(t') = \tau_{k-1} + (\tau_k - \tau_{k-1})(t_k - t')/(t_k - t_{k-1}) \). The convergence of the solution for each time \( t_k \) depends on the increment \( t_k - t_{k-1} \). Eq. A2.1 allows moderate time increments, about 1/100 of the transient time, to be used. After solving Eq. A2.1, Eq. 30a and 30b are then numerically verified at each time increment. We note that the solution depends on the lower limit in Eq. A2.1, which theoretically is \(-\infty\) but can be set to \(-1/\dot{\varepsilon}_1\) while maintaining accurate solutions.
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Figure Captions

Figure 1. a) Non-dimensional stress versus normalized strain rate, as predicted by Eqs. 16, 18, 27, and 28, for various sets of material parameters. The normalizing constant for the strain rate is \( \dot{\varepsilon}_d = \Omega / t_d = 10^{-4} / s \). b) Strain rate sensitivity \( m = \log(\tau) / \log(\dot{\varepsilon}) \) versus normalized strain rate as predicted for various material parameters corresponding to those in a).

Figure 2. Non-dimensional stress versus time, as predicted for strain-rate jump tests with \( \dot{\varepsilon}_2 / \dot{\varepsilon}_1 = 10 \) at time \( t_j \) and within the DSA range of strain rates. The jump time \( t_j \) is selected to have different values for different initial strain rates for a better visualization. Each curve shows the steady-state value corresponding to \( \dot{\varepsilon}_1 \) prior to \( t_j \), an instantaneous jump at \( t_j \), and a transient decrease toward the steady state stress for \( \dot{\varepsilon}_2 \).

Figure 3. Estimated transient time \( t^* \) (normalized by \( t_d \)) after a strain rate jump versus normalized strain rate, for strain rate jump ratios of \( \dot{\varepsilon}_2 / \dot{\varepsilon}_1 = 10 \) and \( \dot{\varepsilon}_2 / \dot{\varepsilon}_1 = 1/10 \).

Figure 4. Non-dimensional stress versus strain rate versus strain rate history for \( t>0 \), for several sets of histories described by Eq. 35 with parameters \(( \dot{\varepsilon}_0 = 10^{-4} s^{-1}, \Delta \dot{\varepsilon}_0 = 9 \cdot 10^{-4} s^{-1} \), \( \dot{\varepsilon}_0 = 10^{-3} s^{-1}, \Delta \dot{\varepsilon}_0 = 9 \cdot 10^{-3} s^{-1} \), and \( \dot{\varepsilon}_0 = 10^{-2} s^{-1}, \Delta \dot{\varepsilon}_0 = 9 \cdot 10^{-2} s^{-1} \), and \( \omega = \pi / 100s^{-1} \) for all cases.

Figure A1. Variation of the relative error in the stress, \( |\tau - \tau^{approx}| / \tau \), versus normalized strain rate, where \( \tau \) is the steady-state stress computed using Eq.16 and \( \tau^{approx} \) is computed using Eq.A1.5 with \( k=0.95 \).
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