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Abstract

In the concurrent language CCS, two programs are considered the same if they are bisimilar. Several years and many researchers have demonstrated that the theory of bisimulation is mathematically appealing and useful in practice. However, bisimulation makes too many distinctions between programs. There are two programs $P$ and $Q$ which are not bisimilar, but nonetheless are interchangeable: one may be substituted for the other anywhere in a CCS program and no difference can be seen. Bisimulation is thus not fully abstract.

We consider the problem of adding operations to CCS to make bisimulation fully abstract. It is trivial to add an operation achieving full abstraction, but this operation is rather peculiar. We show that bisimulation is not fully abstract with respect to any extension of CCS by CCS-like operations. We give a formal description of "CCS-like," as GSOS and argue by proofs and counterexamples that this is indeed the right class.

In the proof of non-full-abstraction a coarser version of bisimulation arises, a notion called ready simulation. We investigate the theory of ready simulation, showing that it possesses the basic properties which make bisimulation attractive. Like bisimulation, it possesses equivalent relational and logical characterizations; it has two additional equivalent characterizations as congruence with respect to all GSOS languages, and with respect to CCS extended by process copying and controlled communication operations. In particular, it is fully abstract for a sensible extension of CCS. As a corollary, we show that bisimulation cannot be fully abstract with respect to any CCS-like languages, observing traces.
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1 Introduction

One of the most basic things that a programming-language semantics should give is a notion of program equivalence: a statement telling when two programs do the same thing. Frequently, there are many choices of a notion of program equivalence, and it is not clear how to choose among them. We attempt to give some criteria for selecting one notion over another.

Two concurrent programming languages, Milner’s CCS [28,26] and Hoare’s CSP [22,23], share the premise that the meaning of a process is fully determined by a synchronization tree, namely, a rooted, unordered tree whose edges are labeled with symbols denoting basic actions or events. These trees are typically specified by a Structured Operational Semantics (SOS) in the style of [32] or by some other effective description, and so are in fact recursively enumerable trees. Both theories further agree that synchronization trees are an overspecification of process behavior, and certain distinct trees must be regarded as equivalent processes. The notable difference in the theories is that bisimulation yields finer distinctions among synchronization trees.

In CSP, process distinctions can be understood as based on observing traces, namely, maximal sequences of visible actions performed by a process. Two trees are trace equivalent iff they have the same set of traces. Given any set of operations on trees, trace congruence is defined to be the coarsest congruence with respect to the operations which refines trace equivalence. Thus, two CSP processes \( P \) and \( Q \) are distinguished iff there is some CSP context \( C[X] \) and string \( s \) such that only one of \( C[P] \) and \( C[Q] \) has \( s \) as a trace. This explanation of when two synchronization trees are to be identified is thoroughly elaborated in Hennessy and DeNicolà’s test equivalence system [17]. On the other hand, two CCS processes are distinguished according to an “interactive” game-like protocol called bisimulation. Indistinguishable CCS processes are said to be bisimilar.

![Figure 1: trace equivalent but not trace congruent.](image)

A standard example is the pair of trees of Figure 1, \( a(b + c) \) and \( (ab + ac) \), which are trace equivalent, but not CSP trace congruent, viz.; in CSP (and also CCS) they are distinct.
processes. Similarly, the trees of Figure 2

\[(abc + abd)\] and \[a(bc + bd)\]  \hspace{1cm} (1)

are CSP trace congruent but not bisimilar, viz., equal in CSP but distinct in CCS [33,14]. The trace-based approach is developed in [15,23,30,17]. Bisimulation-based systems include [28,29,5,8,9,6,3].

The idea of a "silent" (aka "hidden" or "\(\tau\).") action plays an important role in both CSP and CCS theories, but creates significant technical and methodological problems; \(\text{e.g.}\), bisimulation ignoring silent actions is not a congruence with respect to CCS. In this paper we assume for simplicity that \textit{there is no silent action}. Preliminary investigations indicate that our conclusions about bisimulation generally apply to the case with silent moves; this is a matter of ongoing study.

In the absence of silent action, bisimulation is known to be a congruence with respect to all the operations of CSP/CCS, and Milner has argued extensively that in this case bisimulation yields the finest appropriate notion of the behavior of concurrent processes based on synchronization trees. Although there is some ground for refining synchronization trees further (\(\text{cf.}\ [16]\)), we shall accept the thesis that bisimilar trees should not be distinguished. Thus, we admit below only operations with respect to which bisimulation remains a congruence. Since bisimilar trees are easily seen to be trace equivalent, it follows in this setting that bisimulation refines any trace congruence. Our results focus on the converse question of whether further identifications should be made, \(\text{i.e.}\), whether nonbisimilar processes are truly distinguishable in their observable behavior.

We noted that a pair of nonbisimilar trees \(P\) and \(Q\) can be distinguished by an "interactive" protocol. The protocol \textit{itself} can be thought of as a new process Bisim[\(P,Q\)]. One might suppose that in a general concurrent programming language, it would be possible to define the new process too, and that success or failure of Bisim[\(\cdot,\cdot\)] running on a pair \(P,Q\) would be easily visible to an observer who could observe traces.
However, CSP and CCS operations are very similar, and the example of Figure 2 above shows that bisimulation is a strictly finer equivalence than trace congruence with respect to CSP/CCS operations. It follows that the contexts Bisim[.,.] distinguishing nonbisimilar processes by their traces are not definable using the standard CSP/CCS operations; if they were, nonbisimilarity could be reduced to trace distinguishability. Namely, any pair of nonbisimilar trees $P$ and $Q$ would also be trace distinguishable by plugging them in for $X$ in Bisim[$X, P$] and observing the “success” trace when $P$ is plugged in, but not when $Q$ is plugged in.

Thus, we maintain that implicit in concurrent process theory based on bisimulation is another “interactive” kind of metaprocess, which the formalisms of CSP/CCS — languages proposed as bases for understanding interactive processes — are inadequate to define! Our question is

**What further operations on CCS/CSP terms are needed so that protocols reducing nonbisimilarity to trace distinguishability become definable?**

In the remainder of the paper, we argue that bisimulation cannot be reduced to a trace congruence with respect to any reasonably structured system of process constructing operations. The implications of this conclusion are discussed in the final Section 11.

In particular, we formulate in Section 4.3 a general notion of a system of processes given by structured rules for transitions among terms — a GSOS system.¹ Almost all previously formulated systems of bisimulation-respecting² operations are definable by GSOS rule systems; the exception, in [34] and later papers, have been explorations of the power of structured operational semantics. Even rules with negative antecedents are allowed in GSOS systems. On the other hand, we indicate in Section 6 that any of the obvious further relaxations of the conditions defining GSOS’s can result in systems which are ill-defined, countably branching, or fail to respect bisimulation. Thus, we believe that GSOS definability provides a generous and mathematically invariant constraint on what a reasonably structured system of processes might be. We therefore restrict attention to GSOS languages.

**Definition 1.1** Two processes are GSOS trace congruent iff they yield the same traces in all GSOS definable contexts.

Our first main result is that bisimulation—even restricted to finite trees—is a strict refinement of GSOS trace congruence. Specifically, we develop in Section 7.2 a characterization of GSOS trace congruence similar to the standard characterization of bisimulation and use it to prove:

**Theorem 1.2** The nonbisimilar trees $a(bc + bd)$ and $a(bc + bd) + abc$ (Figure 3) are GSOS trace congruent.

---

¹Originally the “G” in “GSOS” stood for “guarded recursion.” We argue in Section 4.2 that guarded recursion is a less than essential feature for our purposes. However, the acronym has been used in too many places by too many authors to be easily changed.

²A language $L$ respects an equivalence $\sim$ if $\sim$ refines $L$-congruence; that is, whenever $P \sim Q$, then $P$ and $Q$ are $L$-congruent.
We remark that GSOS congruence is a strict refinement of CSP congruence. A map of the equivalences used in this paper is given in Figure 4; the higher equivalences are finer than the lower ones. More detail on the collection of process equivalences based on synchronization trees can be found in [2,4,1].

**Theorem 1.3** The processes \( a(a + b) + ab + a(a + b) \) (see Figure 5) are CSP trace congruent [17, axiom (D5), p. 99] but not GSOS trace congruent.

The relation of GSOS congruence has a theory which rivals that of bisimulation in its richness. It enjoys several equivalent definitions, of which the formulation as congruence with respect to all GSOS languages is perhaps the least important; the name "ready simulation" has been proposed. Section 7.2 gives a characterization of ready simulation in bisimulation-like terms. In Section 8, we present a modal characterization of ready simulation similar to that of Hennessy and Milner in [21], and in Section 9 we show that it is congruence with respect to an arguably reasonable language.

Abramsky [2] independently raised the question of how to test distinguishability of nonbisimilar processes and formalized the operational behavior of a set of protocols which do capture bisimulation. In Appendix B we offer a similar system for the task, slightly improved in certain respects. Our thesis that no reasonably structured system can capture bisimulation implies that both these systems must lack some important structured features.

## 2 Preliminaries

There are several possible ways to understand CCS; we will take a fairly denotational approach. Terms are a notation for *synchronization trees*, which are essentially infinite-state automata. We use some nonempty, finite set \( \text{Act} \) of *actions*, which are not given any further interpretation. We use \( a, b, c \) as constant actions and as metavariables ranging
| Synchronization Tree Isomorphism | $P \equiv Q$ | The finest acceptable process equivalence in this theory. We insist that processes with the same tree be identified, and that all languages respect tree isomorphism. This relation is too fine; we want the non-isomorphic processes $a$ and $a + a$ to be identified. |
| Bisimulation | $P \leftrightarrow Q$ | Generally accepted in this community to be the finest acceptable process equivalence; that is, if $P$ and $Q$ are bisimilar, then $P$ and $Q$ ought to be considered identical. Solves the $a$ vs. $a + a$ problem of tree isomorphism. In this study we argue that bisimulation is too fine. |
| Ready Simulation (GSOS Congruence) ($\frac{2}{3}$-bisimulation) | $P \Rightarrow Q$ | Congruence with respect to all well-structured languages. In this paper, we present an introduction to the theory of ready simulation, suggesting that it is a mathematically appealing alternative to bisimulation, and unlike bisimulation makes only computationally meaningful distinctions. |
| Trace Congruence | $P \simeq_{tr} Q$ | Trace equivalent in all $L$-contexts. |
| CSP/CSP Congruence (Failures Equivalence) | $P \simeq_{tr} Q$ | Congruence with respect to CSP. This enters our discussion only incidentally. |
| Trace Equivalence (Automaton Equivalence) | $P \equiv_{tr} Q$ | $P$ and $Q$ have the same finite completed traces. Not an adequate semantics for most languages. |

Figure 4: Equivalences used in this study.

over actions. Unlike Milner's original CCS, [28], our general theory does not require any algebraic structure on the set of actions; the algebraic structure can be encoded in natural ways if desired. Note that we are trying to work in as finite a setting as possible; our action set, unlike Milner's, must be finite.

**Definition 2.1** A synchronization tree is a rooted, unordered, finitely branching, possibly countably deep tree with edges labeled by elements of $\text{Act}$. A countably-branching synchronization tree is a rooted, unordered, possibly countably wide and deep tree with $\text{Act}$-labeled edges. We call synchronization trees “finitely branching” when we wish to emphasize the distinction between finitely and countably branching trees.
Definition 2.2 The tree $P'$ is a 
\[
\begin{align*}
\text{child} &\quad \text{a-child}\quad \text{descendant} \\
p of P if there is &\quad \{\text{an arc} \\
\text{s-descendant} &\quad \text{an arc labeled a} \\
\}
\end{align*}
\]
from the root of $P$ to the root of $P'$, where $a \in \text{Act}$ and $s \in \text{Act}^*$. If $P'$ is an a-child (resp. s-descendant) of $P$, we write $P \xrightarrow{a} P'$ (resp. $P \xrightarrow{s} P'$).

A set $\Delta$ of trees is downward closed if whenever $P \in \Delta$, all descendants of $P$ are in $\Delta$.

It is clear how to consider a tree as an infinite-state nondeterministic automaton; the root of the tree is the start state of the automaton, and on each clock cycle it selects an edge and performs the action labeling that edge. Conversely, given such an automaton, it can be unwound into a (finitely or countably branching) synchronization tree in an obvious way.\(^3\)

2.1 Bisimulation

Bisimulation is a pure, mathematical notion; it is independent of the language in question. Despite this, we will see that it is an adequate semantics for any well-structured language. To give a hint of the motivation of bisimulation (and because it is useful in later work) we mention an even finer adequate semantics first.

Definition 2.3 If $P$ or $Q$ are synchronization trees, $P \equiv Q$ if $P$ and $Q$ are isomorphic as unordered edge-labeled trees.

Although the synchronization tree semantics $\equiv$ of CCS is adequate and simple to think about, it is not the right semantics. Consider the two processes $a$ and $a+a$ of Figure 6. Each can only perform an $a$-action and then stop; $a + a$ can do that in two ways. It is generally agreed that all ways of performing $a$-actions and all stopped processes are the same, and

\(^3\)Trees are used because they simplify certain definitions. Further, most core languages (without recursion) give a notation for all finite trees, but not for all finite automata.
so there should be no distinction between $a$ and $a + a$. So, there is general agreement that synchronization trees are an overspecification of process behavior, and certain trees must be regarded as equivalent. The question, then, is which trees to identify. In CCS, Milner chose to identify precisely the bisimilar trees.

As befits a good mathematical notion, there are several equivalent definitions of bisimulation. The theory of bisimulation has been extensively studied [21]; we present only selected highlights.

**Definition 2.4** A relation $\bowtie$ between synchronization trees is a strong bisimulation relation if, whenever $P \bowtie Q$ and $a \in \text{Act}$, then

- Whenever $P \xrightarrow{a} P'$, then for some $Q'$, $Q \xrightarrow{a} Q'$ and $P' \bowtie Q'$.
- Whenever $Q \xrightarrow{a} Q'$, then for some $P'$, $P \xrightarrow{a} P'$ and $P' \bowtie Q'$.

For example, syntactic equality, synchronization tree isomorphism, and the null relation are all strong bisimulation relations. A somewhat coarser strong bisimulation relation is $\bowtie_0$, where $t \bowtie_0 t'$ iff $t$ and $t'$ are isomorphic, or if $t$ and $t'$ are isomorphic to $a$ and $a + a$ respectively.

**Definition 2.5** $P$ and $Q$ are bisimilar, written $P \leftrightarrow Q$, iff there is a strong bisimulation relation $\bowtie$ such that $P \bowtie Q$.

For example, $a \leftrightarrow a + a$, and indeed $P \leftrightarrow P + P$, where $P + P$ is two copies of $P$ joined at the root. The relation $\leftrightarrow$ is itself a strong bisimulation relation, and in fact the largest one. It is an equivalence relation, and even a congruence relation with respect to all the operations of CCS.

One of the other characterizations of bisimulation will be particularly important for this study. The following logical characterization holds only for finitely branching trees. It can be extended to trees with larger branching, at the cost of introducing infinitary conjunctions and disjunctions.

\footnote{Throughout this paper, “bisimulation” is Milner’s “strong bisimulation.”}
Definition 2.6 The Hennessy-Milner formulas over Act are inductively defined as:

- \( \mathbf{tt} \) and \( \mathbf{ff} \)
- \( \varphi \land \psi \) and \( \varphi \lor \psi \)
- \( \langle a \rangle \varphi \) for each \( a \in \text{Act} \).
- \( [a] \varphi \) for each \( a \in \text{Act} \).

If \( \varphi \) is a Hennessy-Milner formula and \( P \) is a synchronization tree, then the relation of satisfaction, \( t \models \varphi \), is defined by:

- \( P \models \mathbf{tt} \) always, \( P \models \mathbf{ff} \) never;
- \( P \models (\varphi \land \psi) \) iff \( P \models \varphi \) and \( P \models \psi \), and similarly for disjunction;
- \( P \models \langle a \rangle \varphi \) iff for some \( P' \), \( P \xrightarrow{a} P' \) and \( P' \models \varphi \).
- \( P \models [a] \varphi \) iff for every \( P' \) such that \( P \xrightarrow{a} P' \), \( P' \models \varphi \).

For example, \( P \models \langle a \rangle \mathbf{tt} \) iff \( P \) has an \( a \)-child. If \( \varphi = \langle a \rangle[b][c] \mathbf{tt} \), then \( \varphi \) separates the processes of Figure 3: \( a(bc + bd) + abc \models \varphi \) but \( a(bc + bd) \not\models \varphi \). The familiar laws of propositional logic hold for Hennessy-Milner formulas, and so we ambiguously write, e.g., \( \varphi_1 \land \varphi_2 \land \varphi_3 \) knowing that the order of parenthesization is irrelevant. Hennessy and Milner, [21], show the following:

Theorem 2.7 If \( P_1 \) and \( P_2 \) are finitely-branching synchronization trees, then \( P_1 \leftrightarrow P_2 \) iff for each Hennessy-Milner formula \( \varphi \), \( P_1 \models \varphi \) iff \( P_2 \models \varphi \).

In particular, bisimulation is fully abstract with respect to observing modal formulas. That is, if we have some way of testing \( P \models \varphi \) for all \( P \) and \( \varphi \), then we have a good reason to distinguish between non-bisimilar formulas. However, it is hard to see how to observe modal formulas without observing too much [13], or to understand them as computational observations.

3 GSOS Languages

3.1 Signatures and Transition Relations

We will be studying the interaction of programming languages and semantics, and in particular we will vary the programming language. We will therefore give general definitions suitable for quantifying over languages. In general, we want to have the most powerful class of languages that can be achieved without losing the essential mathematical and aesthetic properties which characterize CCS. We propose a class of languages, the GSOS languages, and argue that it meets this goal.

A language in the style of CCS is given by a signature (a set of operation symbols), and an operational semantics over that signature. It is convenient to include a set of
synchronization trees in each language.\footnote{We will frequently want to include all synchronization trees. For foundational reasons, we only include only a few representative from each of the $2^n$ isomorphism classes of synchronization trees, but we ignore this subtlety from now on.} We will include the nodes of the trees themselves as constants in the language.

**Definition 3.1** A signature $\mathcal{F}$ is a nonempty finite set of actions $\text{Act}_\mathcal{F}$, a possibly empty downward-closed set $\Delta_\mathcal{F}$ of synchronization trees over $\text{Act}_\mathcal{F}$, and a family of disjoint sets $\mathcal{F}_i$ for $i = 0, 1, 2, \ldots$ such that $\bigcup_{i \in \mathbb{N}} \mathcal{F}_i$ is finite. The elements of $\mathcal{F}_i$ are the operation symbols of arity $i$. We insist that $0 \in \mathcal{F}_0$, $\text{Act} \subseteq \mathcal{F}_1$, and $+ \in \mathcal{F}_2$.

We fix an infinite set $\text{Var}$ of agent variables; $X, Y, Z$ range over agent variables. The set of open terms over $\mathcal{F}$, is the least set such that

- Each synchronization tree $P \in \Delta_\mathcal{F}$ is a term.
- Each $X \in \text{Var}$ is a term.
- $f(P_1, \ldots, P_k)$ is a term whenever $f \in \mathcal{F}_k$ and each $P_i$ is a term.

A closed term is a term which contains no variables. Note that we have no binding operators (see Section 4.2).

Aside from the required operations $0, a(\cdot)$, and $+$, CCS has the binary operations $|$ and $\parallel$, and the unary operations $\setminus L$ for $L \subseteq \text{Act}$ and $[\rho]$ for certain $\rho : \text{Act} \rightarrow \text{Act}$. Similar languages such as Mieje, CSP, and ACT use fairly similar sets of operations. We will not be programming in CCS per se, so we will not give the full semantics for CCS. Standard operations are written in prefix, infix, and suffix forms following the conventions that have evolved in the field.

The operations are generally given meaning by **structured operational rules** [32]; a language for concurrency in the CCS/CSP style is completely defined by a signature together with a set of structured rules. The operational semantics are given as a labeled transition system on the set of closed terms, which we will unwind into a synchronization tree:

**Definition 3.2** A labeled transition system is a triple $\langle \mathcal{P}, \text{Act}, \rightarrow \rangle$, where $\mathcal{P}$ and $\text{Act}$ are sets, called processes and actions respectively, and $\rightarrow \subseteq \mathcal{P} \times \text{Act} \times \mathcal{P}$, called the transition relation. $\langle P, a, Q \rangle \rightarrow \rightarrow$ is generally written $P \xrightarrow{a} Q$.

The relation $P \xrightarrow{a} Q$ has the intuitive meaning that the process $P$ can perform the action $a$ and from then on act like $Q$. We only use this notation when $P$ and $Q$ are closed terms.

It is difficult to define "structured operational rule" in sufficient generality to cover all the ways used in the literature (e.g., [10,25,32,7] as well as many places in concurrency theory) and simultaneously avoid pathologies in particular cases. The results in this paper, among other work, show that the properties of a system defined by structured rules can be quite sensitive to the form of the rules. In general, though, a structured rule has the form

\[
\begin{array}{c}
\text{antecedent} \\
\text{consequent}
\end{array}
\]
where the antecedent and consequent are facts which may have free variables. The intent of the rule is that whenever the antecedent is satisfied by some instantiation of the free variables, then so is the consequent; and conversely that whenever a fact holds, there should be some instantiation of some rule in the language with true antecedent and that fact as consequent. Structured rules, in a variety of guises, are familiar in many areas of mathematics, computer science, and logic.

We will frequently use rule schema in a fairly informal way; e.g., the following scheme describes two rules for each $a \in \text{Act}$.

\[
\frac{\text{antecedent}[a]}{\text{consequent-1}, \quad \text{consequent-2}} \quad (a \in \text{Act})
\]

To illustrate our structured operational rules, we present the rules for the required operations. It is convenient to have these operations have precisely the same rules in all languages, as we therefore have invariant notations for all finite trees and other concepts. We also describe the effects these rules have on synchronization trees.

- If $P$ is a synchronization tree and $P'$ is an $a$-child of $P$ then $P \xrightarrow{a} P'$. That is, each synchronization tree $P$ is a process with a synchronization tree isomorphic to $P$.

- $0$ has no rules; it denotes the null tree.

- For each $a \in \text{Act}$, we have the following rule.\(^6\) The synchronization tree of $aP$ is that of $P$ with a new root and an edge labeled $a$ from the new root to the root of $P$.

\[
aX \xrightarrow{a} X
\]

(2)

- For each $a \in \text{Act}$, we have the following two rules. The synchronization tree of $P + Q$ consists of the trees of $P$ and $Q$ with roots identified.

\[
\begin{align*}
X & \xrightarrow{a} Y \\
X + X' & \xrightarrow{a} Y, \quad X' + X & \xrightarrow{a} Y
\end{align*}
\]

(3)

See Figure 7 for pictures of $aP$ and $P + Q$. We write $a$ for the process $a0$ when no confusion can arise, use infix notation, and omit parentheses following usual mathematical conventions. For example, we mercifully write $a(bc + bd)$ for $a(+(b(c(0)), b(d(0))))$. It is easy to show that $+$ is commutative and associative in the synchronization-tree semantics — that is, for all synchronization trees $P$ and $Q$, $P + Q$ and $Q + P$ are isomorphic as synchronization trees. We have terms denoting all finite synchronization trees: $0$ denotes the tree with no actions, and if $P_i$ denotes the tree $t_i$, then $a_1P_1 + \cdots + a_nP_n$ denotes the tree with an $a_i$-edge to $t_i$ for each $1 \leq i \leq n$.

\(^6\)We could make a distinction between axioms and inference rules; for our purposes, it is simplest to consider axioms such as this as inference rules with an empty set of hypotheses.
Figure 7: Effects of Basic Operations on Trees
Let $P$ be a closed term of $\mathcal{F}$, and $\rightarrow$ a transition relation over $\mathcal{F}$. The behavior of $P$ under $\rightarrow$ is a possibly infinite graph edge-labeled by actions, and node-labeled by terms.\footnote{There is a slight caveat here; if $P \rightarrow Q$ and there are $n$ distinct proofs of this fact, we must add $n$ $Q$-nodes to the graph, giving $P$ and $a$-edge to each. With the straightforward definition, the term $a + a$ would have the same synchronization tree as $a$; however, the term $a(0 + 0) + a0$ would have a different synchronization tree; in particular, the synchronization tree semantics would not be adequate.} This graph may be unwound to give a possibly infinite tree $[P]_\rightarrow$; if it is finitely branching, it is a synchronization tree giving the meaning of $P$ in an obvious sense. Thus, given a transition relation, definitions phrased in terms of synchronization trees may be applied to processes as well; we write e.g. $P \leftrightarrow Q$ for $[P]_\rightarrow \leftrightarrow [Q]_\rightarrow$.

More generally, given an open term $P$ of variables $X_1, \ldots, X_n$, we may interpret $P$ as an $n$-ary function on synchronization trees. For example, $aX$ denotes the function of appending a new root and an $a$-branch to the original root of a tree. Examples of processes and their associated synchronization trees can be found in most of the figures in this article.

### 3.2 Observations

As stated in the introduction, we are mainly interested in finite completed traces or simply traces: sequences of actions that processes may take before they halt. This is formalized in the following definition.

**Definition 3.3** If $s \in \text{Act}^*$, then $P \xrightarrow{s} P'$ iff there are terms $P_1, \ldots, P_{|s|}$ such that

$$P \xrightarrow{\Delta} P_1 \xrightarrow{\Delta} \ldots \xrightarrow{\Delta} P_{|s|} = P'$$

We write $P \rightarrow a$ if for some $P'$ we have $P \rightarrow a P'$; otherwise, $P \not\rightarrow a$. $P$ is stopped if for every $a \in \text{Act}$, $P \not\rightarrow a$.

It is also possible to use partial traces, strings $s$ such that $P \xrightarrow{s}$, or infinite traces, infinite strings $s$ such that there exist $P_i$'s such that $P_0 = P$ and $P_i \xrightarrow{\Delta} P_{i+1}$ for each $i$. Partial traces are too weak for our purposes, and infinite traces are too long to observe in any practical sense in finite time. In this study, “trace” will always mean “finite terminated trace” unless otherwise specified.

We have used the notation $P \rightarrow a Q$ in two ways for synchronization trees $P$ and $Q$, in the senses of Definition 2.2 and Definition 3.3; the two notions are equivalent on all synchronization trees.

**Definition 3.4** The trace set of $P$, $\text{tr}(P)$, is $\{ s \in \text{Act}^* \mid P \rightarrow a P' \text{ and } P' \text{ is stopped} \}$

We formalize “using a program” by the notion of a context.

**Definition 3.5** A context of $n$ holes $C[X_1, \ldots, X_n]$ in a language $\mathcal{L}$ is simply an $\mathcal{L}$-term with free variables at most $\{X_1, \ldots, X_n\}$. The result of substituting $P_i$ for $X_i$ in $C[X_1, \ldots, X_n]$ is written $C[P_1, \ldots, P_n]$. 


There are no variable-binding operations available in our language, so the familiar subtleties of renaming are unnecessary.

**Definition 3.6** Let $P$ and $Q$ be synchronization trees.

1. $P$ and $Q$ are trace equivalent, $P \equiv_{tr} Q$, iff $\text{tr}(P) = \text{tr}(Q)$.

2. $P$ trace approximates $Q$, $P \subseteq_{tr} Q$, iff $\text{tr}(P) \subseteq \text{tr}(Q)$.

3. $P$ and $Q$ are trace congruent with respect to the language $\mathcal{L}$, $P \simeq^c_{tr} Q$, iff for all $\mathcal{L}$-contexts $C[X]$ of one free variable, $C[P] \equiv_{tr} C[Q]$.

4. $P$ trace approximates $Q$ with respect to the language $\mathcal{L}$, $P \subseteq^c_{tr} Q$, iff for all $\mathcal{L}$-contexts $C[X]$ of one free variable, $C[P] \subseteq_{tr} C[Q]$.

In CSP, then, two programs are distinguished iff there is a good reason to distinguish them – a context $C[X]$ and a string $s$ of actions such that only one of $C[P]$ and $C[Q]$ can perform $s$ and then stop. In fact, there is a fully abstract mathematical semantics of CSP, the *failures* semantics of [15]; the meaning of a process $P$ is the set of all pairs $(s, \chi)$, such that $P \xrightarrow{s} P'$ and $\chi$ is a set of actions $b$ such that $P' \xrightarrow{b}$.

It is well-known that bisimulation is strictly finer than CCS/CSP trace congruence. Logically, the refusals correspond to modal formulas of the form

$$\langle a_1 \rangle \langle a_2 \rangle \cdots \langle a_k \rangle (\neg (b_1) \wedge (b_2) \wedge \cdots \wedge (b_l)),$$

that is, two processes are CCS/CSP congruent iff they agree on all such formulas. From this, it is routine to check that $P_* \simeq_{CCS/CSP}^{CCS/CSP} Q_*$ but $P_* \not\equiv Q_*$ (see Figure 8).

It is not clear why $P_*$ and $Q_*$ should be considered different in CCS. In the spirit of [31,2], we investigate the question of what kinds of operations one must add to CCS to make bisimulation be trace congruence.
4 GSOS Languages

4.1 Generalizing CCS — A False Start

As we have seen, bisimulation is not trace congruence with respect to CCS. We consider various ways of generalizing CCS, attempting to refine the language’s congruence to make it coincide with bisimulation.

There is a straightforward and trivial operation to add to CCS which makes bisimulation precisely equal trace congruence. This operation, called “not-bisim,” takes two arguments; it produces a signal if they are not bisimilar, and is stopped if they are bisimilar.

\[
\frac{X \leftrightarrow X'}{\text{not-bisim}(X, X') \xrightarrow{a} 0}
\]

In this language, if \(P\) and \(Q\) are not bisimilar, then the context \(C[X] = \text{not-bisim}(X, P)\) distinguishes them: \(C[P] \xrightarrow{a}\), but \(C[Q] \nrightarrow 0\). There are several grounds for criticizing this operation.

- It begs the question. We have explained why we think bisimulation is important by saying that, if we consider it important, then it is important. It would be desirable to explain it in terms of something that looks more fundamental.

- We could explain any other relation between synchronization trees in the same way. For example, a slight variation on that rule would make synchronization tree isomorphism the fundamental relation in the language, distinguishing \(a\) from \(a + a\).

- The rule is very difficult to apply. In Milner’s original SCCS, the question of \(P \leftrightarrow Q\) is not arithmetic, and probably \(\Sigma_1^1\) complete. Even for finitely-branching trees, the question \(P \leftrightarrow Q\) is r.e.-complete, and so the one-step transition relation \(P \xrightarrow{a} Q\) is not decidable. It is semidecidable,\(^8\) which is why we phrased the rule in terms of \(\leftrightarrow\) rather than \(\leftrightarrow\).

- The operation not-bisim seems to be useless. At the time of writing, we have found no researchers who exhibit any desire to have not-bisim included in a programming language. The operation is generally and accurately regarded as a theoretician’s trick to get full abstraction. This operation is merely intended as an answer to the question “how could one add an operation to CCS making bisimulation into trace congruence?”; even the strongest proponents of bisimulation have not recommend not-bisim as a new primitive of CCS.

We would like to choose some criterion by which we may judge languages and see if they are reasonable. We will argue that bisimulation is not trace congruence with respect to any reasonable language; to make this formal, we will have to have some way of quantifying over all reasonable languages, and hence need some formal characterization of those languages.

\(^8\)Strictly, the question \(P \leftrightarrow Q\) is r.e. given oracles of the tree constants appearing in \(P\) and \(Q\). If there are no non-recursive trees, then the question is r.e.
One of the elegant features of CCS is the definition by a set of structured operational rules. By contrast, not-bisim is defined by an ad-hoc rule involving the predicate of bisimulation. From the form of the structured rules, CCS is guaranteed to exhibit several mathematical properties (e.g., that all programs using only guarded recursion are finitely branching, and that the transition relation is decidable). We choose, therefore, to investigate languages defined by rules which look like the rules of CCS. We will check the soundness of our definition of "looking like the rules of CCS" by making sure that our languages all have the essential properties of CCS. We will try to catch all reasonable languages by taking the largest cleanly-defined class of languages with "well-structured" CCS-like definitions which have these essential properties. The remainder of this section is concerned with the discussion of our proposed class of "reasonable" CCS-like process languages.

4.2 The Purpose of Fixed Points

We are investigating the discriminatory power of the language, its ability to tell the difference between processes in finite time. The fixed point operations add to the expressive power, the ability of the language to define synchronization trees and functions on them. In general, the two kinds of power are related: increasing the discriminatory power necessarily increases the expressive power. However, the converse does not hold: it is common to discover that a language extension has increased expressive power and left discriminatory power unchanged. Most programmers and language designers are quite properly concerned with expressive power — the ability to write programs easily — and at most secondarily interested in discriminatory power. However, we are working on issues of full abstraction, in which discriminatory power is important.

One programming-language feature commonly included in core languages for concurrency is recursion. Not surprisingly, recursion is used to generate processes which run indefinitely. It is not necessary in the setting of this paper, as we allow an arbitrary set of processes to be included as constants.\footnote{We are investigating the power of languages to build communication and control constructs, not their ability to define functions in the recursion-theoretic sense.}

The fixed-point rule, used without caution, can be dangerous. It is possible to define processes (e.g., $\text{fix}[X \triangleq a + (X \parallel X)]$) which are countably branching; that is, there are a countable set of distinct terms $Q_n$ such that $\text{fix}[X \triangleq a + (X \parallel X)] \Rightarrow Q_n$.

Infinitely branching trees and so-called "unguarded processes" \cite{28} cause many problems in many aspects of the theory. It seems likely that bisimulation between countably branching trees cannot match trace congruence, for purely recursion-theoretic reasons. Unguarded recursion in Milner's original SCCS makes the transition relation $P \Rightarrow Q$ undecidable; it is an open problem whether or not it is decidable in SCCS with a finite action set. The correspondence between bisimulation and Hennessy-Milner logic becomes harder; Theorem 2.7 fails unless infinitary conjunctions and disjunctions are used. Unguarded recursion is also incompatible with negative rules, although this could be construed as a criticism of negative rules.

For these reasons and others, restrictions are generally imposed on recursive definitions of processes. In CCS, "guarded" recursion is singled out as attractive, and in CSP and the
test-equivalence system of [17], unguarded recursions are treated as though they diverged. The essence of these restrictions is to ensure that definable processes behave like computable, finitely branching trees: that there is a program which, given a and P, computes the finite set \( \{ Q \mid P \xrightarrow{a} Q \} \).

In the case of guarded recursion, suppose that P and Q are not trace congruent — that is, there is a context C[X] and a string s of actions such that, say, \( s \in \text{tr}(C[P]) \setminus \text{tr}(C[Q]) \). This context C[X] may involve recursion. However, the guarded fixed point operators appearing in C[X] may be unwound a suitably large but finite number of times and then replaced by 0 giving a new context, C'[X], which contains no fixed point operators and also has the property that \( s \in \text{tr}(C'[P]) \setminus \text{tr}(C'[Q]) \). That is, P and Q can be distinguished by a context not involving recursion at all. This informal argument can be formalized directly in our class of languages.

4.3 GSOS Rules

We present the general format of GSOS structured transition rule, and then argue that this format is a maximal right one. The argument will take the form of some theorems showing that any language defined by these rules has some desirable properties, and an array of counterexamples showing that the obvious classes of extensions do not.

Definition 4.1 A positive transition formula is a triple of two terms and an action, written \( T \xrightarrow{a} T' \). A negative transition formula is a pair of a term and an action, written \( T \xrightarrow{} \).

Definition 4.2 A GSOS rule \( \rho \) is a rule of the form:

\[
\begin{array}{c}
\{ X_i \xrightarrow{a_j} Y_{ij} \mid 1 \leq j \leq m_i \}_{i=1}^l, \quad \{ X_i \xleftarrow{b_{ik}} \mid 1 \leq k \leq n_i \}_{i=1}^l \\
\text{op}(X_1, \ldots, X_l) \xrightarrow{\alpha} C[X, Y]
\end{array}
\]

where all the variables are distinct, \( l \geq 0 \) is the arity of \( \text{op} \), \( m_i, n_i \geq 0 \), and \( C[X, Y] \) is a context with free variables including at most the X's and Y's. (It need not contain all these variables.) The operation symbol \( \text{op} \) is the principal operator of the rule; \( \text{Ante}(\rho) \) is the set of antecedents, and \( \text{Conseq}(\rho) \) is the consequent.

A rule is positive if all of its antecedents are positive. Note that every \( X_i \) occurring in the antecedent of a GSOS rule must occur as an argument of the principal operator in the consequent, but not every argument of the principal operator need occur in the antecedent. In the future we will not write the ranges of the indices on the rule unless necessary.

Definition 4.3 A GSOS rule system \( \mathcal{G} \) over a signature \( \mathcal{F} \) is a finite set of GSOS rules over the actions and operations in \( \mathcal{F} \), such that precisely the required rules (2) and (3) are given for the required operations a(·) and +.

Now, we must show that each GSOS rule system determines an operational semantics. The operational semantics will be given by a labeled transition system with the closed \( \mathcal{F} \)-terms as the processes and the actions in \( \text{Act} \) as the action. The presence of negative rules requires us to do some work to define the transition relation.
Definition 4.4 A (closed) substitution is a partial map $\sigma$ from variables to (closed) terms. We write $P\sigma$ for the result of substituting $\sigma(X)$ for each $X$ occurring in $P$; if $\sigma(X)$ is undefined, $P\sigma$ is undefined.

For example, let $\sigma(X) = Q$; then $(aX + bY)\sigma = aQ + bY$. Note that if the free variables in $P$ are $X_1, \ldots, X_n$, then $P\sigma = P[X := \overline{Q}]$. All substitutions in this study will be closed.

Definition 4.5 If $\rightarrow$ is a transition relation, $\sigma$ is a substitution, and $t$ is a transition formula, then the predicate $\rightarrow, \sigma \models t$ is defined by

$$\rightarrow, \sigma \models T \xrightarrow{a} T' \quad \iff \quad T\sigma \xrightarrow{a} T'\sigma$$

$$\rightarrow, \sigma \models T \xrightarrow{a} \quad \iff \quad \exists Q. T\sigma \xrightarrow{a} Q.$$

If $S$ is a set of transition formulas, $\rightarrow, \sigma \models S \iff \forall t \in S. \rightarrow, \sigma \models t$.

For example, let $\rightarrow_{CCS}$ be the transition relation of CCS (which we write as $\rightarrow$ in all sections in which the notation is not ambiguous). Suppose that $\sigma_1(X) = ab + ac$. Then we have $\rightarrow_{CCS}, \sigma_1 \models \{X \xrightarrow{a} b, X \xrightarrow{a} c, X \xrightarrow{b}\}$.

Definition 4.6 If $\rho$ is a GSOS rule, $\rightarrow, \sigma \models \rho$ holds iff

$$\rightarrow, \sigma \models \text{Ante}(\rho) \implies \rightarrow, \sigma \models \text{Conseq}(\rho)$$

For example, $\rightarrow_{CCS}, \sigma \models \rho$ for every substitution $\sigma$ and every CCS rule $\rho$. However, we also have $\rightarrow_{\infty}, \sigma \models \rho$ for every CCS rule as well, where $\rightarrow_{\infty}$ is the universal relation: $P \xrightarrow{a} Q$ for all $P, Q$, and $a$.

Definition 4.7 $\rightarrow$ is sound for $\mathcal{G}$ iff for every rule $\rho \in \mathcal{G}$ and every substitution $\sigma$, we have $\rightarrow, \sigma \models \rho$.

In general, many transition relations will be sound for $\mathcal{G}$; for example, $\rightarrow_{\infty}$ is sound for every $\mathcal{G}$. One generally takes the smallest sound transition relation, showing that there is in fact a smallest one. This is not appropriate for GSOS rules; with negative rules, there may not be a smallest sound transition relation [11].

However, GSOS languages do define a (unique) operational semantics in an appropriate sense. The point of minimality in the usual case is to ensure that everything which is true is true for some reason, because there is some rule with that fact as consequent and a true antecedent. We make this concern explicit.

Definition 4.8 $\rightarrow$ is witnessing for $\mathcal{G}$ iff whenever $P \xrightarrow{a} P'$ there is a rule $\rho \in \mathcal{G}$ and a substitution $\sigma$ such that $\rightarrow, \sigma \models \text{Ante}(\rho)$ and $\text{Conseq}(\rho)\sigma = P \xrightarrow{a} P'$.

A transition relation is witnessing if, whenever a transition happens, it happens because it was the consequent of (an instantiation of) some rule, and the antecedents of that rule were satisfied. For example, $\rightarrow_{CCS}$ is witnessing for CCS. However, $\rightarrow_{\infty}$ is not witnessing for CCS. There are no axioms for 0, yet $0 \xrightarrow{a} 0$ a. Soundness and witnessing together select the right transition relation:
Lemma 4.9 Let \( \mathcal{G} \) be a GSOS rule system. There is a unique sound and witnessing transition relation \( \rightarrow_{\mathcal{G}} \) for \( \mathcal{G} \).

Proof: Straightforward structural induction. \( \square \)

We call the unique transition relation the standard transition relation, and write it \( \rightarrow_{\mathcal{G}} \) or simply \( \rightarrow \).

5 Why GSOS Rules Are Desirable

In this section, we argue that GSOS rules are appropriate as a generalization of CCS. We give two theorems which, together with Lemma 4.9, demonstrate that bisimulation is appropriate in the GSOS setting. Recall that bisimulation is best used with finitely branching trees; we will show that every GSOS language produces only finitely branching trees. We then give an indication of the additional power of GSOS-definable operations by some examples of operations on trees which can be defined in the GSOS setting but not in CCS.

5.1 Basic Properties

Theorem 5.1 Let \( \mathcal{G} \) be a GSOS rule system. Then the transition relation on \( \mathcal{G} \) is computably finitely branching uniformly in the tree constants. That is, there is an algorithm which, given an action \( a \), a term \( P \), and oracles for all the tree constants occurring in \( P \), produces the set of \( a \)-children of \( P \); and this set is always finite.

Proof: The construction in the proof of Lemma 4.9 can be adapted to give an algorithm to compute the set of children of \( P \) given oracles returning the set of children of the synchronization trees which occur as subterms of \( P \). \( \square \)

It is generally accepted in the setting of process algebra that bisimilar processes should not be distinguished. This holds in a strong sense for all GSOS rule systems:

Theorem 5.2 Let \( \mathcal{G} \) be a GSOS rule system. Then bisimulation is a congruence with respect to the operations in \( \mathcal{G} \). That is, if \( P \equiv Q \) are synchronization trees and \( C[X] \) is a context over \( \mathcal{G} \), then \( C[P] \equiv C[Q] \).

Proof: This is similar to the proof of Lemma 7.8. \( \square \)

Corollary 5.3 If \( P \equiv Q \), then \( P \) and \( Q \) are trace congruent with respect to \( \mathcal{G} \).

Proof: It is clear that, if \( R \equiv S \), then \( R \) and \( S \) have the same traces. Let \( C[\cdot] \) be an arbitrary context; by Theorem 5.2, \( C[P] \equiv C[Q] \), and hence \( P \) and \( Q \) have the same traces in \( C[\cdot] \). \( \square \)
5.2 Expressive Power

GSOS rules are quite expressive, as witnessed by the fact that most structured transition rules proposed in the field have been GSOS rules. For example, the CCS restriction operations \( P \upharpoonright A \) for \( A \subseteq \text{Act} \) are defined by the family of rules, one for each \( a \in A \):

\[
\frac{X \xrightarrow{a} Y}{X \upharpoonright A \xrightarrow{a} Y \upharpoonright A}
\]

The simple interleaving parallel composition, \( \parallel \), is given by:

\[
\frac{X \xrightarrow{a} Y}{X \parallel X' \xrightarrow{a} Y \parallel X'} \quad \frac{X' \xrightarrow{a} Y}{X \parallel X' \xrightarrow{a} X \parallel Y}
\]

(with one instance of each rule for each action \( a \).) The standard parallel composition operation \( \mid \) of CCS has these rules, and one more rule. Suppose that there is a distinguished action \( \tau \in \text{Act} \), and a permutation \( \tau \) of \( \text{Act} - \{\tau\} \), such that \( \bar{a} = a \) for each action \( a \neq \tau \).

The remaining behavior of \( \mid \) is given by the rule scheme

\[
\frac{X \xrightarrow{a} Y, \quad X' \xrightarrow{\bar{a}} Y'}{X \mid X' \xrightarrow{a} Y \mid Y'}
\]

The operational rules assigning behavior to CCS/CSP/ACP/Mieje terms easily fit the GSOS framework.

In fact, GSOS rules go beyond the kind of structured rules needed for CCS in two aspects — the use of negation and copying. Negation allows us to define a pure form of sequential composition: \( P; Q \) runs \( P \) until it stops, and then runs \( Q \). As an operation on synchronization trees, the \( P; Q \) glues a copy of \( Q \) at each leaf of \( P \).\(^{10}\)

\[
\frac{X \xrightarrow{a} Y}{X; X' \xrightarrow{a} Y; X'} \quad \frac{X' \xrightarrow{b} Y', \quad \{X \xrightarrow{a} \mid a \in \text{Act}\}}{X; X' \xrightarrow{b} Y'}
\]

Copying allows us, not surprisingly, to make copies of processes. There can be more than one antecedent about the behavior of a single subprocess, and more than one copy of a process in the result in the consequent. For example, the following GSOS rules yield operations which cannot be defined in CCS [18].

\[
\frac{X \xrightarrow{a} Y, \quad X \xrightarrow{b} Y'}{a\text{-if-}b(X) \xrightarrow{a} a\text{-if-}b(Y)} \quad \frac{X \xrightarrow{a} X'}{\text{double}(X) \xrightarrow{a} X' \parallel X'}
\]

The operation \( a\text{-if-}b(X) \) will allow \( X \) to exhibit its \( a \)-behavior as long as it also has the possibility of performing \( b \)'s at each step. The double operator produces two copies of one \( a \)-child of \( X \), running in interleaved parallel.

\(^{10}\)It is possible to define some forms of sequential composition with positive rules. For example, sequencing in CSP runs \( P \) until it announces that it has finished by sending a special action, then runs \( Q \). However, processes may finish without announcing that they have finished — called "deadlock" in CSP — or (in general) may announce that they have finished when in fact they are still able to continue; CSP sequencing is not identical with pure sequencing. It is evidently acceptable for programming. Frits Vaandrager has pointed out that in some ways, it is preferable; it allows us to consider divergence. However, divergence is not a part of Milner's original notion of strong bisimulation, and we do not consider it.
6 Obvious Extensions Violate Basic Properties

There are many technical restrictions in our definition of a GSOS rule, and it is natural to ask if they can be relaxed. We indicate how various relaxations may break the key properties of GSOS systems. Note that some systems with non-GSOS rules enjoy the good properties of GSOS systems; however, this is not immediate from the syntactic specifications of these systems. GSOS rules therefore provide a language-design methodology: any language defined purely by GSOS is guaranteed to meet the basic criteria; other languages may or may not. Perhaps more importantly, a GSOS language may be extended by GSOS operations and is still guaranteed to behave well; a well-behaved non-GSOS language extended by the same GSOS operations may cease to be well-behaved. The properties which non-GSOS systems most often violate are:

- The guarantee that bisimulation is a congruence. In fact, they typically do not respect synchronization tree isomorphism; e.g., there are two stopped programs which can be distinguished. (Recall that all stopped programs are unable to take any actions, and hence they have the same synchronization tree; in fact, the null tree.)

- The requirement that $\rightsquigarrow$ be computably, finitely branching.

- The existence of some transition relation $\rightarrow$ agreeing with all the rules.

We present a single, representative counterexample; the rest may be found in Appendix A. Many possible extensions of the GSOS format give some kind of pattern-matching ability, which generally prevents bisimulation from being a congruence. For example, the consequent must be of the form $\text{op}(\bar{X}) \rightarrow C[\bar{X},\bar{Y}]$. If we allow more structured left-hand sides of the antecedent, we allow a certain kind of pattern matching. Consider a unary operation $\zeta$ defined by the axiom

$$\zeta(0) \xrightarrow{a} 0$$

Now, 0 and $0 + 0$ are bisimilar; indeed, both have the null synchronization tree. However, $\zeta(0) \xrightarrow{a} 0$ but $\zeta(0 + 0)$ is stopped. This gives us a context which distinguishes between two bisimilar terms, showing that bisimulation is not a congruence with respect to this operation. Similar examples apply to other rules which can branch on more than simply the leading operator of the antecedent.

7 Theory of Ready Simulation

7.1 Overview

In this section, we develop the core of the theory of ready simulation and GSOS languages. We present and prove the equivalence of the main definitions of ready simulation, and in particular we show that ready simulation is precisely congruence with respect to all GSOS languages. We also develop a modal logic which matches ready simulation in the same way that Hennessy-Milner logic matches bisimulation. In Section 9, we use this logic to build
a GSOS language in which ready simulation is precisely congruence. As a corollary of this work, we show that bisimulation is not congruence with respect to any GSOS language.

The three main characterizations presented in this chapter are ready simulation (RS), denial logic (DL), and GSOS congruence (GC). We prove the equivalences in the order

\[
RS \leftrightarrow DL \\
\downarrow \quad / \\
GC
\]

It is simpler to talk about synchronization trees (which are absolute) rather than process terms (which change their meaning depending on the language.)

**Definition 7.1** Let \( P \) and \( Q \) be synchronization trees.

1. \( P \sqsubseteq_{tr}^{GSOS} Q \) iff, for all GSOS languages \( \mathcal{G} \) including \( P \) and \( Q \) as trees, \( P \sqsubseteq_{tr}^{G} Q \).

2. \( P \simeq_{tr}^{GSOS} Q \), \( P \) and \( Q \) are GSOS congruent, iff for all GSOS languages \( \mathcal{G} \) including \( P \) and \( Q \) as trees, \( P \simeq_{tr}^{G} Q \).

Two processes in the language \( \mathcal{G} \) are GSOS congruent iff their synchronization trees with respect to \( \mathcal{G} \) are.

We give several equivalent characterizations of GSOS congruence, in terms more like those defining bisimulation.

### 7.2 Ready Simulation and GSOS Congruence

The following characterization was discovered (after the modal characterization of Section 8) by Larsen and Skou [24], and independently by R. van Glabbeek.

**Definition 7.2**

1. A relation \( \sqsubseteq' \) between synchronization trees is a ready simulation relation iff, whenever \( P \sqsubseteq' Q \),
   - Whenever \( P \xrightarrow{a} P' \) then there is a \( Q' \) such that \( Q \xrightarrow{a} Q' \) and \( P' \sqsubseteq' Q' \).
   - Whenever \( P \xrightarrow{a} \), then \( Q \xrightarrow{a} \).

2. \( P \sqsubseteq Q \) if there is some ready simulation relation \( \sqsubseteq' \) such that \( P \sqsubseteq' Q \).

3. \( P \Rightarrow Q \) iff \( P \sqsubseteq Q \) and \( Q \sqsubseteq P \). In this case \( P \) and \( Q \) are said to be ready similar.

A useful fact follows immediately from the definition. Let the ready set of \( P \) be defined by

\[
\text{readies}(P) = \{ a : P \xrightarrow{a} \}.
\] (5)

Then \( P \sqsubseteq Q \) implies \( \text{readies}(P) = \text{readies}(Q) \). In the presence of the first clause in the definition of ready simulation, \( \text{readies}(P) = \text{readies}(Q) \) is equivalent to the second clause.
The name "ready simulation" comes from the use of the set of actions that the process is ready to perform.

The relation \( \subseteq \) is a ready simulation relation, and in fact the largest such relation. The main result of this chapter is that \( P \Rightarrow Q \) iff \( P \) and \( Q \) are GSOS congruent. Proving this will take the rest of the section. Before proving it, we give some examples.

7.3 Examples of Ready Simulation

For any process \( P \), we have \( P \subseteq P \). Furthermore, for any \( P \) and \( Q \) we have \( aP \subseteq aP + aQ \), using the relation \( \subseteq \) itself.\(^{11}\) The only possible transition of \( aP \) is \( aP \xrightarrow{a} P \), and \( aP + aQ \xrightarrow{a} P \) and \( P \subseteq P \) as desired. The canonical example of processes which are ready similar but not bisimilar are \( P_* = abc + a(bc + bd) + abd \) and \( Q_* = a(bc + bd) \) of Figure 8.

Note that a bisimulation relation is a ready simulation relation in each direction, and so bisimilar processes are ready similar. We therefore have:

**Theorem 7.3** Bisimulation is a strict refinement of ready simulation and hence of GSOS congruence.

\(^{11}\)This inequality, together with the axioms of bisimulation, gives a complete inequational axiom system for ready simulation of finite trees.
A final example of two processes which are ready similar but not the bisimilar is a lossy delay link. A lossy two-stage link repeatedly accepts an input value \( v \), waits one time unit, and produces as output either the value \( v \) or a signal \( U \) saying that \( v \) was lost in transit. We present two ways to specify the lossy delay link in CCS. The first always receives its input correctly, but may lose it during the delay; the second may lose it either on the step that it receives it or during the delay.

Lossy delay links are probably not particularly useful entities to build. However, it may be desirable to show that a system behaves correctly even if the communication channels are lossy (a safety proof, at least), and so it may be desirable to model lossy delay links.

### 7.4 Ready Simulation Implies GSOS Congruence

In this section, we show the following theorem:

**Theorem 7.4** Let \( P \) and \( Q \) be synchronization trees.

1. If \( P \sqsubseteq Q \) then \( P \sqsubseteq_{tr}^{GSOS} Q \).
2. If \( P \nRightarrow Q \) then \( P \nRightarrow_{tr}^{GSOS} Q \).

The proof of (1) occupies the rest of the section; (2) follows immediately from (1). Remember that the operations \( \text{op}(X) \) were defined by rules of the form

\[
\frac{X_i \xrightarrow{a_i} Y_{ij}, \quad X_i \xrightarrow{b_i} X_j}{\text{op}(X) \xrightarrow{\sigma} C[X,Y]}
\]

In fact, the same is true of each context \( D[X] \) as well as the simple contexts \( \text{op}(X) \). That is, the behavior of \( D[X] \) can be completely captured by a set of derived rules of the form:

\[
\frac{X_i \xrightarrow{a_i} Y_{ij}, \quad X_i \xrightarrow{b_i} X_j}{D[X] \xrightarrow{\sigma} C[X,Y]}
\]

We will call these constructs "ruloids" rather than "rules" because they are not the rules used to define the language and because they violate our definition of a GSOS rule (the source of the consequent has the wrong form).

**Definition 7.5** A set of ruloids \( R \) is specifically witnessing for a context \( D[X] \) and action \( c \) if all the consequents of ruloids in \( R \) are of the form \( D[X] \xrightarrow{\sigma} C[X,Y] \), and whenever \( D[\bar{P}] \xrightarrow{\sigma} Q \), there is a ruloid \( \rho \in R \) and substitution \( \sigma \) such that \( \text{Conseq}(\rho) \sigma = D[\bar{P}] \xrightarrow{\sigma} Q \) and \( \xrightarrow{\sigma}, \sigma |\models \text{Ante}(\rho) \).

**Theorem 7.6** Let \( \mathcal{G} \) be a GSOS language. For each \( \mathcal{G} \)-context \( D[X] \) and action \( c \), there exists a finite set \( R_{D,c} \) of ruloids of the form

\[
\frac{X_i \xrightarrow{a_i} Y_{ij}, \quad X_i \xrightarrow{b_i} X_j}{D[X] \xrightarrow{\sigma} C[X,Y]}
\]

such that rules \( R_{D,c} \) are sound and specifically witnessing for \( D[X] \).
Proof:

The proof is by induction on the structure of contexts. The construction is straightforward, but the details are tedious. We describe the construction for the context \( D[Z_1, Z_2] = \alpha(Z_1 \star Z_2) \), where \( \alpha \) and \( \star \) are contrived to illustrate the difficult cases of the construction.

\[
\begin{align*}
X_1 \xrightarrow{b} Y_1, & \quad X_2 \xleftarrow{c} Y_2 & \quad X_2 \xrightarrow{\star} \\
X_1 \star X_2 \xrightarrow{\alpha} (Y_1 + Y_2) & \quad X_1 \star X_2 \xrightarrow{\alpha} fX_1
\end{align*}
\]

\[
\begin{align*}
X \xrightarrow{\alpha} & \quad \alpha(X) \xrightarrow{\alpha} g \\
X \xrightarrow{\alpha} Y_1, & \quad X \xrightarrow{\alpha} Y_2 \\
\alpha(X) \xrightarrow{\alpha} Y_1 || Y_2
\end{align*}
\]

The ruloids for \( Z_1 \star Z_2 \) are simply those for \( \star \). For \( D[Z_1, Z_2] \), we must consider each rule giving behavior to \( \alpha(\cdot) \). The first rule has a single negative hypothesis, \( X \xleftarrow{a} \). This is satisfied iff there is no rule allowing \( X \) to take an a-step; that is, if some hypothesis fails on each ruloid which could potentially allow \( X = Z_1 \star Z_2 \) to take an a-step. In this case, there are two such rules. The first rule is inapplicable precisely if \( X_1 \xrightarrow{b} \) or \( X_2 \xleftarrow{c} \); the second rule is inapplicable precisely if \( X_2 \xrightarrow{\star} \).

We will have one ruloid for each way that all the rules giving \( Z_1 \star Z_2 \) an a-action can fail. Notice that we must invent variables \( T_1 \) and \( T_2 \), so that we can express the condition that the second rule is inapplicable.\(^{12}\) So, we start our list of ruloids for \( D[Z_1, Z_2] \) with:

\[
\begin{align*}
Z_1 \xleftarrow{\alpha}, Z_2 \xleftarrow{\alpha} T_1 & \quad \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} g \\
Z_2 \xrightarrow{\alpha}, Z_2 \xrightarrow{\alpha} T_2 & \quad \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} g
\end{align*}
\]

The second rule defining \( \alpha \) has two hypotheses. Each of these hypotheses can be fulfilled in two ways, and so we get four more ruloids. Following the algorithm we are sketching, we write the hypotheses in the order of the ruloids they come from, and do not remove redundant duplicates.

\[
\begin{align*}
Z_1 \xrightarrow{b} T_3, Z_2 \xrightarrow{c} T_4, Z_1 \xrightarrow{b} T_5, Z_2 \xrightarrow{c} T_6 & \quad \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} (T_3 + T_4) \parallel (T_5 + T_6) \\
Z_1 \xrightarrow{b} T_7, Z_2 \xrightarrow{c} T_8, Z_2 \xrightarrow{\star} & \quad \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} (T_7 + T_8) \parallel (fZ_1)
\end{align*}
\]

\[
\begin{align*}
Z_2 \xrightarrow{\alpha}, Z_1 \xrightarrow{b} T_9, Z_2 \xrightarrow{c} T_{10} & \quad \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} (fZ_1) \parallel (T_9 + T_{10}) \\
Z_2 \xrightarrow{\alpha}, Z_2 \xrightarrow{\alpha} & \quad \alpha(Z_1 \star Z_2) \xrightarrow{\alpha} (fZ_1) \parallel (fZ_1)
\end{align*}
\]

The algorithm and its correctness should be clear from this example. \(\Box\)

**Definition 7.7** The ruloid set of a GSOS language \( \mathcal{G} \) is the union of the sets \( R_{D,c} \) given by Theorem 7.6.

\(^{12}\)Naturally, this variable must not conflict with any other variable used in the ruloid.
Clearly, $D[\vec{P}] \preceq P'$ iff there is a ruloid in the ruloid set of $\mathcal{G}$ with consequent of the form $D[\vec{X}] \preceq C[\vec{X}, \vec{Y}]$ witnessing this transition. Now it is fairly straightforward to prove Theorem 7.4.

**Lemma 7.8** Let $\mathcal{G}$ be a GSOS language, and $P, Q \in \Delta_G$. If $P \subseteq Q$, then $C[P] \subseteq C[Q]$ for each $\mathcal{G}$-context $C[X]$.

**Proof:**
To show that $C[P] \subseteq C[Q]$, it suffices to exhibit a ready simulation relation $\subseteq^*$ such that $C[P] \subseteq^* C[Q]$. The obvious candidate is the congruence extension of $\subseteq$ itself, defined by $D[\vec{R}] \subseteq^* D[\vec{S}]$ whenever $\vec{R}$ and $\vec{S}$ are vectors of trees of the right length such that $R_i \subseteq S_i$ for each $i$. It remains to show that $\subseteq^*$ is a ready simulation relation.

Suppose that $D[\vec{R}] \xrightarrow{c} R'$ for some $R'$. By Theorem 7.6, this is true precisely if there is some ruloid $\rho$ in the ruloid set of $\mathcal{G}$

$$D[\vec{X}] \xrightarrow{\rho} C[\vec{X}, \vec{Y}]$$

and trees $R_{ij}$ such that $R_i \overset{a_{ij}}{\rightarrow} R'_{ij}$, $R_i \overset{b_{ik}}{\rightarrow}$, and $R' = C[\vec{R}, \vec{R}']$.

As each $R_i \subseteq S_i$, we know that (1) there are $S_{ij}'$ such that $S_i \overset{a_{ij}}{\rightarrow} S_{ij}'$ and $R'_{ij} \subseteq S_{ij}'$ for each $i, j$ and (2) $S_i \overset{b_{ik}}{\rightarrow}$ for each $i, k$. So, by $\rho$, we know that $D[\vec{S}] \xrightarrow{\rho} C[\vec{S}, \vec{S}'] = S'$. By definition of $\subseteq^*$, we know that

$$R' = C[\vec{R}, \vec{R}'] \subseteq^* C[\vec{S}, \vec{S}'] = S'$$

and so we have verified the first half of the definition of a ready simulation relation.

The second half is similar; if $D[\vec{R}]$ is unable to take a c-step, then some hypothesis of each ruloid which could allow it to take a c-step must fail. From the fact that $R_i \subseteq S_i$, we discover that the corresponding hypothesis of each ruloid fails for $D[\vec{S}]$ as well, and so $D[\vec{S}] \xrightarrow{c}$ as desired. \(\square\)

This completes the proof of Lemma 7.8. To finish Theorem 7.4, we must show:

**Lemma 7.9** If $P \subseteq Q$ are synchronization trees, then $P \preceq tr Q$.

**Proof:**
Suppose that $P \subseteq Q$ and $P \xrightarrow{\delta} P'$ with $P'$ stopped. There is a sequence of processes $P = P_0, P_1, \ldots, P_n = P'$ such that

$$P_0 \overset{a_1}{\rightarrow} P_1 \overset{a_2}{\rightarrow} \ldots \overset{a_n}{\rightarrow} P_n$$

By definition, we have $P \subseteq Q$. From the definition of $\subseteq$, we know that there are processes $Q = Q_0, Q_1, \ldots, Q_n$ such that $Q_i \overset{a_{i+1}}{\rightarrow} Q_{i+1}$ and $P_i \subseteq Q_i$ for each $i$. We have

$$Q_0 \overset{a_1}{\rightarrow} Q_1 \overset{a_2}{\rightarrow} \ldots \overset{a_n}{\rightarrow} Q_n.$$
It remains to show that \( Q_n \) is stopped. We have \( P_n \subseteq Q_n \), and so \( \text{readies}(P_n) = \text{readies}(Q_n) \). However, \( P_n \) is stopped, and so \( \text{readies}(P) = \emptyset \). Therefore \( Q_n \) is stopped, and so \( s \) is a completed trace of \( Q \) as desired. \( \square \)

Theorem 7.4 now follows routinely. Suppose that \( P \subseteq Q \), and \( C[X] \) is a context in a GSOS language \( \mathcal{G} \). We have \( C[P] \subseteq C[Q] \) by Lemma 7.8, and then \( C[P] \preceq_{tr} C[Q] \) by Lemma 7.9. Hence \( P \preceq_{tr} Q \). As this holds for all \( \mathcal{G} \), we have \( P \subseteq_{GSOS} Q \).

### 8 A Modal Characterization of Ready Simulation

Recall from Theorem 2.7 that bisimulation of finitely branching processes coincides with equivalence with respect to Hennessy-Milner formulas. A similar fact holds for ready simulation. The modal logic is useful for some purposes; \( e.g. \), it characterizes the properties preserved by ready simulation. Also, the modal characterization is mathematically useful; in Section 9, we use the modal characterization to show that ready simulation is precisely GSOS congruence.

The class of \textit{denial formulas} is

\[
\varphi ::= \mathsf{tt} \mid \mathsf{ff} \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \langle a \rangle \varphi \mid \text{Can't}(a)
\]  

(6)

The notion of satisfaction is the same for HML formulas and denial formulas, Definition 2.6, with the additional clause \( P \models \text{Can't}(a) \) iff \( P \not\models \mathsf{f} \). Notice that \( \text{Can't}(a) \) is equivalent to a restricted use of the \([a]\) modality, \( \text{viz.} [a] \mathsf{f} \), and we do not allow the full use of this modality. Denial logic is not closed under negation, either syntactically or semantically; for example, neither kind of negation of the formula \( \langle a \rangle \langle a \rangle \mathsf{tt} \) is a denial formula.

**Definition 8.1**

1. \( P \leq_{DL} Q \) iff for all denial formulas \( \varphi \), \( P \models \varphi \) implies \( Q \models \varphi \).

2. \( P \equiv_{DL} Q \) iff \( P \leq_{DL} Q \) and \( Q \leq_{DL} P \).

Equivalently, \( P \equiv_{DL} Q \) iff for all denial formulas \( \varphi \), \( P \models \varphi \) iff \( Q \models \varphi \).

**Theorem 8.2** [24] \( P \) and \( Q \) are finitely-branching synchronization trees, then

- \( P \subseteq Q \) iff \( P \leq_{DL} Q \).
- \( P = Q \) iff \( P \equiv_{DL} Q \).

**Proof:** The second half follows from the first. Suppose that \( P \subseteq Q \). We show that \( P \models \varphi \) implies \( Q \models \varphi \) by induction on \( \varphi \) simultaneously for all \( P \) and \( Q \).

1. \( \mathsf{tt} \) and \( \mathsf{ff} \) are trivial.

2. Suppose \( P \models \varphi \land \psi \). Then \( P \models \varphi \) and \( P \models \psi \), and by induction we have \( Q \models \varphi \) and \( Q \models \psi \) and hence \( Q \models \varphi \land \psi \) as desired. Disjunctions are similar.
3. Suppose that \( P \models \langle a \rangle \varphi \). Then there is a \( P' \) such that \( P \overset{a}{\rightarrow} P' \) and \( P' \models \varphi \). As \( P \subseteq Q \), there is a \( Q' \) such that \( P' \subseteq Q' \) and \( Q' \overset{a}{\rightarrow} Q' \). By induction, \( Q' \models \varphi \); hence \( Q \models \langle a \rangle \varphi \).

4. Suppose that \( P \models \text{Can't}(a) \). Then \( P \overset{a}{\rightarrow} \), and so \( Q \overset{a}{\rightarrow} \); which is to say \( Q \models \text{Can't}(a) \).

To prove the converse, we show that \( \leq_{DL} \) is a ready simulation relation. Suppose that \( P \leq_{DL} Q \).

- Suppose that \( P \overset{a}{\rightarrow} P' \). We must show that there is some \( Q' \) such that \( Q \overset{a}{\rightarrow} Q' \) and \( P' \leq_{DL} Q' \). Suppose for contradiction that there is no \( a \)-child \( Q' \) of \( Q \) such that \( P' \leq_{DL} Q' \). \( Q \) has a finite number of \( a \)-children, \( Q_1, \ldots, Q_n \). For each child \( Q_i \), there is a formula \( \psi_i \) such that \( P' \models \psi_i \) but \( Q_i \not\models \psi_i \). Let \( \psi = \psi_1 \land \cdots \land \psi_n \); if there are no children, then let \( \psi = \top \). Then \( P' \models \psi \) and so \( P \models \langle a \rangle \psi \). However, \( Q \not\models \langle a \rangle \psi \), which violates the assumption that \( P \leq_{DL} Q \).

- Suppose that \( P \not\overset{a}{\rightarrow} \). Then \( P \models \text{Can't}(a) \), and so \( Q \models \text{Can't}(a) \). This is equivalent to \( Q \not\overset{a}{\rightarrow} \) as desired.

We have shown that \( \leq_{DL} \) is a ready simulation relation, and so \( P \leq_{DL} Q \) implies \( P \subseteq Q \). □

In fact, the full syntax of denial formulas is not required; disjunctions and \( \text{ff} \) are not necessary. In particular, the formulas \( \langle a \rangle(\varphi \lor \psi) \) and \( ((a)\varphi) \lor ((a)\psi) \) are logically equivalent. The essential denial formulas are given by the syntax:

\[
\varphi ::= \top \mid \varphi \land \varphi \mid \langle a \rangle \varphi \mid \text{Can't}(a).
\]

**Lemma 8.3** \( P \models_{DL} Q \) iff \( P \) and \( Q \) agree on all essential denial formulas.

**Proof:** Use the fact that \( \langle a \rangle(\varphi \lor \psi) \) and \( ((a)\varphi) \lor ((a)\psi) \) are logically equivalent, and the other rules of modal logic. □

## 9 Ready Simulation Can Be Traced

In this section we introduce an extension CCLSSS of CCS whose congruence is just ready simulation. We add two operations. \( \emptyset P \) is a copying operator: when \( P \) signals that it wants to fork, \( \emptyset P \) forks. \( S \triangleright P \) is a sort of controlled communication: \( S \) runs alone, except that it occasionally allows \( P \) the ability to take a step and communicate with it.

Using these operations, we will code denial formulas into contexts and traces, and so understand ready simulation in CCLSSS. \( C_{\varphi}[P] \) tests the process \( P \) to see if it satisfies \( \varphi \), producing a characteristic kind of trace if it does and not if it does not.

Formally, we fix several distinct actions. We will use \( o \) as a sort of "visible silent action;" processes will emit \( o \)'s while they are operating. The actions \( c_1 \) and \( c_2 \) are used by processes to signal to the \( \emptyset \) operator that they wish to fork. In \( S \triangleright P \), \( S \) uses the \( d \) action to signal that it wishes to communicate with \( P \). There is an auxiliary operator \( \circ \) used by \( \triangleright \).
$\Diamond(P)$ usually does just what $P$ does. However, when $P$ signals that it wants to be forked (by the $c_1$ and $c_2$ actions), $\Diamond(P)$ forks it.

\[
\begin{align*}
X \xrightarrow{a} X' & \quad (a \notin \{c_1, c_2\}) \\
\Box X \xrightarrow{a} \Box X' & \\
\Box X \xrightarrow{a} (\Box X_1) \parallel (\Box X_2)
\end{align*}
\]

$S \triangleright P$ usually does just what $S$ does; $P$ is frozen. However, when $S$ signals that it wants to communicate with $P$ (by performing a $d$-step), $S \triangleright P$ unfreezes $P$ and lets it take a step in cooperation with $S$. This operation needs a bit of control state, telling whether or not $P$ is frozen; we use the $\triangleright$ operator when $P$ is frozen, and the $\triangleright$ operator when $P$ is unfrozen.

\[
\begin{align*}
S \xrightarrow{a} S' & \quad (a \neq d) \\
S \triangleright P \xrightarrow{a} S' \triangleright P
\end{align*}
\]

The operation $\triangleright$ does one step of communication and then behaves like $\triangleright$.

\[
\begin{align*}
S \xrightarrow{a} S', \quad P \xrightarrow{a} P' \\
S \triangleright P \xrightarrow{a} S' \triangleright P'
\end{align*}
\]

We now define the coding of essential formulas. To make strings of actions easier to read, we write prefixing with a dot: "d.a.t.S" instead of "dat.S." Fix two actions $t$ and $f$, distinct from the previously-mentioned actions, which we use for partial success and failure.

\[
\begin{align*}
S_{tt} &= 0 \\
S_{can^t(a)} &= d.a.f \\
S_{\varphi \land \psi} &= c_1 S_{\varphi} + c_2 S_{\psi} \\
S_{(a)\varphi} &= d.a.t.S_{\varphi}
\end{align*}
\]

The context $C_{\varphi}[X]$ is defined to be $\Diamond(S_P \triangleright X)$. $C_{\varphi}[P]$ will compute, emitting o's while it is working. Each time it processes an $\langle a \rangle$ correctly, it will emit a $t$. Each time it fails to perform a Can't($a$) correctly, it will emit an $f$. We will show that $P \models \varphi$ iff $C_{\varphi}[P]$ produces a trace with enough $t$'s and no $f$'s.

For example,

\[
\begin{align*}
C_{(a)\mu \wedge \langle 0 \rangle \mu[a + b]} &= \Box((c_1 d.a.t + c_2 d.b.t) \triangleright (a + b)) \\
&\xrightarrow{t} \Box((d.a.t \triangleright (a + b)) \parallel \Box((d.b.t \triangleright (a + b))) \\
&\xrightarrow{a} \Box((a.t \triangleright (a + b)) \parallel \Box((d.b.t \triangleright (a + b))) \\
&\xrightarrow{t} \Box((t \triangleright 0) \parallel \Box((d.b.t \triangleright (a + b))) \\
&\xrightarrow{a} \Box((0 \triangleright 0) \parallel \Box((b.t \triangleright (a + b))) \\
&\xrightarrow{t} \Box((0 \triangleright 0) \parallel \Box((t \triangleright 0))) \\
&\xrightarrow{a} \Box((0 \triangleright 0) \parallel \Box((0 \triangleright 0)))
\end{align*}
\]

29
To illustrate how the testing for Can't\(t(a)\) works, consider:

\[
C_{\text{can't}(a)}[(a + b)] = \varnothing (d.a.f \triangleright (a + b))
\]

\[
\triangleright \quad \varnothing (a.f \triangleright (a + b))
\]

\[
\triangleright \quad \varnothing (f \triangleright 0)
\]

\[
\triangleright \quad \varnothing (0 \triangleright 0)
\]

So, the only trace of \(C_{\text{can't}(a)}[a + b]\) contains an \(f\). However, the only computation of

\[
C_{\text{can't}(a)}[b] = \varnothing (d.a.f \triangleright b) \triangleright \varnothing (a.f \triangleright b)
\]

gets stuck after performing an \(o\).

Define \([\varphi]\) to be the number of \((a)\)'s occurring in \(\varphi\); that is:

\[
[tt] = [\text{Can't}(a)] = 0
\]

\[
[\varphi \land \psi] = [\varphi] + [\psi]
\]

\[
[(a)\varphi] = 1 + [\varphi]
\]

We say that a trace \(s\) is \(\varphi\)-happy if it contains exactly \([\varphi]\) \(t\)'s and no \(f\)'s. A trace is \(\varphi\)-sad if it contains fewer than \([\varphi]\) \(t\)'s, or at least one \(f\).

**Lemma 9.1** If \(P \models \varphi\) then \(C_{\varphi}[P]\) has a \(\varphi\)-happy trace. If \(P \not\models \varphi\), then all traces of \(C_{\varphi}[P]\) are \(\varphi\)-sad.

**Proof:**

We induct on \(\varphi\), with the hypothesis given by the lemma and that no trace of \(C_{\varphi}[P]\) has more than \([\varphi]\) \(t\)'s.

\(\varphi = tt\): \(C_{tt}[P]\) is stopped for all \(P\), as desired.

\(\varphi = \psi \land \theta\): \(C_{\psi \land \theta}[P] = \varnothing ((c_1 S_{\psi} + c_2 S_{\theta}) \triangleright P)\). As \((c_1 S_{\psi} + c_2 S_{\theta}) \triangleright P\) can make both \(c_1\) and \(c_2\) transitions, the \(\varnothing\) forks the process:

\[
C_{\psi \land \theta}[P] = \varnothing ((c_1 S_{\psi} + c_2 S_{\theta}) \triangleright P) \triangleright \varnothing (S_{\psi} \triangleright P) \parallel \varnothing (S_{\theta} \triangleright P) = C_{\psi}[P] \parallel C_{\theta}[P]
\]

The induction hypothesis follows from the ordinary properties of sequences and interleaving.

\(\varphi = \text{Can't}(a)\)

\[
C_{\text{can't}(a)}[P] = \varnothing (d.a.f \triangleright P) \triangleright \varnothing (a.f \triangleright P)
\]

If \(P \not\models \varphi\), then \(\varnothing (a.f \triangleright P)\) cannot move and the trace is simply the \(\varphi\)-happy trace \(o\).

If \(P \models \varphi\), then

\[
\varnothing (a.f \triangleright P) \triangleright \varnothing (f \triangleright P') \triangleright \varnothing (0 \triangleright P')
\]

In this case, the trace of \(C_{\text{can't}(a)}[P]\) is \(oof\), which is \(\varphi\)-sad.
\( \varphi = (a)\psi \)

\[
C_{(a)\psi}[P] \xrightarrow{a} \emptyset (a.t.S_{\psi} \triangleright P)
\]

Consider any \( P' \) such that \( P \xrightarrow{a} P' \). (If there are no such \( P' \)'s, then the process is stuck and the trace is \( \varphi \)-sad as required.)

\[
\emptyset (a.t.S_{\psi} \triangleright P) \xrightarrow{a} \emptyset (t.S_{\psi} \triangleright P') \xrightarrow{t} \emptyset (S_{\psi} \triangleright P') = C_{\psi}[P']
\]

If \( P \models \varphi \), then there is a \( P' \) such that \( P \xrightarrow{a} P' \models \psi \). By the induction hypothesis \( C_{\psi}[P'] \) has a \( \psi \)-happy trace, and so we have found a \( \varphi \)-happy trace of \( C_{\psi}[P] \).

If \( P \not\models \varphi \), then \( P' \not\models \psi \), and so every trace of \( C_{\psi}[P] \) is \( \psi \)-sad; thus every trace of \( C_{\varphi}[P] \) that goes through \( C_{\psi}[P'] \) is \( \varphi \)-sad. Every such trace must go through some \( C_{\psi}[P] \), and so every trace of \( C_{\varphi}[P] \) must be \( \varphi \)-sad.

The requirement that no trace have more than \([\varphi] t\)'s is routine.

\( \Box \)

10 Summary of Ready Simulation

Combining the results of the previous sections, we obtain the following set of equivalent characterizations of GSOS congruence. This

**Theorem 10.1** The following are equivalent:

1. \( P \sqsubseteq Q \) (resp. \( P \equiv Q \)). (State-correspondance definition)

2. \( P \sqsubseteq^{\text{GSOS}}_{tr} Q \) (resp. \( P \simeq^{\text{GSOS}}_{tr} Q \)). (Approximation in all GSOS languages.)

3. \( P \leq_{DL} Q \) (resp. \( P =_{DL} Q \)) (Approximation with respect to all denial formulas)

4. \( P \models \varphi \) implies \( Q \models \varphi \) (resp. \( P \models \varphi \) iff \( Q \models \varphi \)) for all essential denial formulas \( \varphi \).

5. \( P \sqsubseteq^{\text{CCSSS}}_{tr} Q \) (resp. \( P \simeq^{\text{CCSSS}}_{tr} Q \)) (Trace approximation in CCSSS)

**Corollary 10.2** Bisimulation is a strict refinement of ready simulation, and hence of GSOS congruence. In particular, the processes \( P_\ast \) and \( Q_\ast \) are trace congruent with respect to every GSOS language, although they are not bisimilar.

There are a few other definitions of ready simulation, but they are of less interest. For example, it is possible to define the \( n^{th} \) approximant to ready simulation in the way that \([26,27]\) defined the \( n^{th} \) approximant to bisimulation; predictably, if \( P \sqsubseteq_n Q \) for all \( n \), then \( P \sqsubseteq Q \).
11 Conclusion

Should bisimulation play a significant role in process theory? It has many nice properties, a rich theory, and a tested methodology for verifying correctness of genuine, nontrivial protocols. Nevertheless, we find unconvincing the arguments for taking bisimulation as a primitive notion. We maintain that computational distinctions should be made only because of observable differences "at the terminal." Global testing systems and modal logics which reduce bisimulation to such observations do not offer what we regard as a reasonable framework for defining operations on processes. We prefer to regard bisimulation as a mathematical tool which is frequently useful in proving programs correct, rather than a characterization of what correctness should mean.

Ready simulation seems to have the mathematical properties which make bisimulation desirable. Bisimulation has several equivalent but distinct definitions, of which the existence of a bisimulation relation and equivalence with respect to a modal logic and their variants are the most useful. Ready simulation has similar definitions. Moreover, the proofs in this paper indicate that those definitions play the same role for ready simulation as they do for bisimulation; e.g., the proof of Theorem 7.4 given in Section 7.4 uses the existential definition, and the proof in Section 9 that CCGSS congruence is precisely ready simulation uses the modal characterization. These results, and similar work on other aspects of ready simulation, suggest that the theory of ready simulation is very similar to that of bisimulation in character and power. Of course, ready simulation is easily justified on observational grounds, while bisimulation (despite its other name of "observational equivalence") is harder to justify.

The larger purpose of this study is to illuminate some of the issues one might wish to consider in the choice of a notion of process equivalence. We chose bisimulation as the focus of our study precisely because it had no obvious computational definition. We have given some indications of the form that a computational justification of a notion of equivalence might take: congruence with respect to some sort of well-structured language. Other forms of justification are certainly possible. However, some justification should be considered for each new notion of program equivalence; otherwise, the notion runs the risk of being unjustifiable in computational terms despite having an elegant and powerful mathematical theory. Finally, we have demonstrated that computational justification need not be incompatible with mathematical elegance.

11.1 Related Work

We have sketched the fragment of the theory of ready simulation appropriate to our discussion. There are other questions that one might wish to answer; the answers generally seem to be fairly pleasing. For example, ready simulation of finite processes has a finite axiomatization as an inequational theory; and there is a polynomial-time algorithm for computing if two finite automata are ready similar.

In general in computer science, two programs are considered equivalent iff they are congruent, that is, iff one can be substituted for the other in any context and no difference is observable. This definition has two parameters: the language over which contexts can
be formed, and the differences which can be seen. In this paper, we have been varying the language over GSOS and global testing languages; however, the observations have always been finite completed traces. Elsewhere, we examine other notions of observation.

Bisimulation seems to require two kinds of knowledge, the knowledge of the possible and necessary behavior of a process, interleaved arbitrarily. The possible behavior appears quite naturally in nondeterminism; each execution of a process gives a possible behavior. The necessary behavior is harder to observe. Larsen and Skou [24] have proposed the use of probability, testing a process often enough to observe all possible behaviors with high probability. There is a very strong connection between ordinary and probabilistic bisimulation, and a tantalizing and debatable failure of the use of probability as a mechanism for observing bisimulation; this is discussed in [24,12].

A variation on the theme of well-structured rules is explored in [34]. Vaandrager and Groote allow their languages to be countably and undecidably branching. The so-called tyft/tyxt rules are positive rules allowing operators in antecedents; the operations defined in Section A are not allowed. Ready simulation need not be a congruence with respect to such a language. The appropriate notion is the so-called ◯□ equivalence, viz. equivalence with respect to Hennessy-Milner formulas in which no ⟨a⟩ operator occurs within the scope of a [a]. This is precisely tyft/tyxt congruence; in particular, bisimulation cannot be understood as congruence with respect to any language in this format.

11.2 Open Problems

Throughout this paper, we have assumed that there is no silent (hidden or "τ") action. We expect that similar results hold when there is a silent action; this remains to be verified. Silent moves make the philosophy as well as the mathematics trickier; it is no longer clear what the right questions are.

The first tricky issue is the role of weak bisimulation (Milner’s “observational equivalence”). Strong bisimulation is generally accepted as an equivalence which all languages ought to respect. However, weak bisimulation is not a congruence with respect to the + operation of CCS; a and τa are weakly bisimilar, but a + b and τa + b are not. In our study, it was clear that we insist that any GSOS language respect strong bisimulation; the corresponding requirement for weak bisimulation is not clear. There are several possible ways to develop the theory. For example, in CCS, weak bisimulation congruence13 has a simple characterization as rooted bisimulation, or equivalently the congruence closure of bisimulation with respect to + [28]. We could insist that all operations respect this relation. Alternatively, we could simply let bisimulation congruence be whatever it likes, as long as it respects strong bisimulation.

Even the definition of trace congruence is no longer obvious. In the (oversimplified) theory of this study, there was only one way that a process could not perform a visible action: if it is a stopped process. Given a silent move, there are now more ways that a process can do nothing visible. Consider the processes 0 (which does nothing), τ (which

---

13P and Q are weak bisimulation congruent iff for all contexts C[], C[P] and C[Q] are weakly bisimilar, i.e., if P and Q are congruent considering weak bisimulation to be observable.
computes a while and then does nothing), \( \tau(\tau + \tau \tau \tau) \) (which does some more complex computation before doing nothing), \( \tau^\omega \) (which thinks forever about what it should do next), and \( \tau(\tau + \tau^\omega) \) (which may or may not think forever). The proper identifications between these processes are not obvious; and even the criteria for choosing between the possible choices are subject to some debate.

We allowed negative rules because they gave extra programming power and because our theory could handle them. There are several possibilities for combining negative rules and silent moves. Ignoring them would leave a rich theory; leaving them interpreted as they are now might also give an appropriate theory. More elaborate combinations are probably reasonable as well; for example, the hypothesis \( P \xrightarrow{a} \) could be interpreted as being satisfied iff the set \( \{ P' : P \xrightarrow{a} P' \} \) is finite and \( P' \xrightarrow{a} \) for each such \( P' \).

Our general program remains to be elaborated for other notions of concurrency. One of the most powerful features of bisimulation is that it can be sensibly and helpfully adapted to most settings; it remains to be seen how portable ready simulation is. We have attempted to give some ways of judging basic notions of program equivalence. It may be possible to subject other theories of concurrency to the same sort of foundational treatment, which may give some assistance to the uninitiated in choosing between various kinds of theories.
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A Counterexamples for Section 6

In this section, we list more counterexamples showing that the GSOS format cannot be extended in other obvious ways.

(i) We do not allow the use of variables to do pattern-matching. For example, the following rule has two different variables taking \( a \)-steps and then becoming the same variable:

\[
\frac{X_1 \xrightarrow{a} Y, \quad X_2 \xrightarrow{a} Y}{\beta(X_1, X_2) \xrightarrow{a} Y}
\]

The context \( C[Z] = \beta(a0, aZ) \) distinguishes between the bisimilar processes \( 0 \) and \( 0 + 0 \). Copying — using a source variable \( X \) more than once in the antecedent — does not do any harmful pattern-matching and is acceptable. Duplicated source variables in the term
op\(\langle X_1, \ldots, X_n \rangle\), however, allow too much pattern-matching to respect bisimulation; \textit{e.g.}, the rule \(\delta(X, X) \xrightarrow{a} 0\) causes as much trouble here as its cousin does in the \(\lambda\)-calculus.

(ii) We have insisted that the positive hypotheses be \(X \xrightarrow{a} Y\), but the negative ones \(X \xleftarrow{b}\). There is no point to hypotheses \(X \xrightarrow{a}\); simply use one of the form \(X \xrightarrow{a} Y\) and ignore \(Y\). On the other hand, there is a gain of expressive power to negative hypotheses \(X \xleftarrow{b} Y\). The gain is all in the wrong direction. It is now easy to write some countably-branching processes, but it is hard to see how the power of these rules could be useful.

\[
\frac{X \xleftarrow{b} Y}{\xi(X) \xrightarrow{a} Y}
\]

\(\xi(0) \xrightarrow{a} P\) for every process \(P\); it is thus countably branching.

(iii) We gain expressive power if we allow terms rather than simply variables to appear in antecedents. If the terms appear as targets — \(X \xrightarrow{a} (Y + 0)\) — we have too much pattern-matching, and examples similar to the previous ones will show that bisimulation need not be a congruence. Terms appearing as the sources cause a more subtle problem: bisimulation will still be a congruence, but a process may have an infinite number of descendants.\(^{14}\) As an example, consider the nullary operation \(\omega\) defined by two rules

\[
\begin{align*}
\omega \xrightarrow{a} 0 & \quad & \omega \xrightarrow{a} Y \\
\omega \xrightarrow{a} a0 & \quad & \omega \xrightarrow{a} aY
\end{align*}
\]

Then, \(\omega\) is not finitely branching, for we have:

\[
\begin{array}{l}
\omega \xrightarrow{a} 0 \\
\omega \xrightarrow{a} a0 \\
\omega \xrightarrow{a} aa0 \\
\vdots
\end{array}
\]

This occurs because the operation \(\omega\) is defined by what amounts to an unguarded recursion: it mentions its own one-step behavior in the definition of its one-step behavior. In some circumstances, this might be a useful sort of operation; \textit{e.g.}, we could define \(\omega'(X) \equiv \sum_{i=0}^{\infty} a^i X\), a process which dawdles for a finite but unbounded time before performing \(X\).

We could also repair this flaw by allowing terms in antecedents, but not allow any operation to refer to itself either directly or indirectly. The resulting class of languages guarantee the essential properties of GSOS languages. In fact, they have almost exactly the same properties: every operation definable with terms in antecedents is definable without them as well. On the other hand, if terms may appear in antecedents, structural induction is no longer a viable proof method.

\(^{14}\)In fact the resulting congruence is coarser than bisimulation; see [20] for details.
(iv) Another possible extension is allowing multi-step antecedents [20]. It is in general inconsistent to have both negative and multi-step antecedents. For example, consider the operators \( /a, \alpha \), and \( \pi \) defined as follows:

\[
\begin{align*}
X \overset{a}{\rightarrow} Y_1 & \quad b \quad Y_2 \\
\quad X/a \overset{b}{\rightarrow} Y_2 \\
\quad X \overset{a}{\rightarrow} \alpha(X) \overset{a}{\rightarrow} 0 \\
\pi \overset{a}{\rightarrow} \alpha(\pi/a)
\end{align*}
\]

It is not hard to show that there is no arrow relation which agrees with these rules: \( \pi/a \) can move iff it cannot move. This is similar to the fact that unguarded recursion and negation do not mix. The program \( \text{fix}[X \Leftarrow \alpha(X)] \) is a term involving an unguarded recursion which can take an \( a \)-step iff it cannot take an \( a \)-step.

It is possible to have some syntactic conditions which guarantee finite branching and existence of a transition relation, but they are necessarily global. The operation \( \pi \) amounts to an unguarded recursion; however, there is nothing about the form of rule (7) indicating that it is unguarded. This rule would be perfectly acceptable in a GSOS language, for example; it is turned into an unguarded recursion by the presence of the \( ./a \) operator. It is nontrivial to define just what a guarded operator is in the presence of multi-step rules; the operator \( ./a \) “unguards” \( X \), and an adequate calculus of guardedness remains to be developed. CSP, which has something like the \( ./a \) operator, forbids its use in recursions.

(v) A system with multi-step positive antecedents alone is quite possible; such systems respect bisimulation, and always have a minimal transition relation.\(^\text{15}\)[20] However, they are not necessarily finitely branching. Consider the operations \( ./a \) defined above, and \( \kappa \) defined by:

\[
\kappa(X) \overset{a}{\rightarrow} X + \kappa(X)/a/a
\]

Let \( M_0 \) be a synchronization tree with an infinite derivation of distinct terms

\[
M_0 \overset{a}{\rightarrow} M_1 \overset{a}{\rightarrow} M_2 \overset{a}{\rightarrow} \ldots
\]

Let \( N = M_0 + \kappa(M_0)/a/a \); so

\[
\kappa(M_0) \overset{a}{\rightarrow} N.
\]

We will show that \( N \) has an infinite number of \( a \)-children. Clearly \( N \overset{a}{\rightarrow} M_1 \).

Suppose that

\[
N \overset{a}{\rightarrow} M_i.
\]

We have

\[
\kappa(M_0) \overset{a}{\rightarrow} N \overset{a}{\rightarrow} M_i \overset{a}{\rightarrow} M_{i+1}
\]

\(^\text{15}\)The transition relation need not be unique – that is, many relations may be sound and witnessing – but we know of no circumstance in which the non-uniqueness causes any difficulties.
and so
\[ \kappa(M_0)/a/a \rightarrow^a M_{i+1}. \]

As \( N = M_0 + \kappa(M_0)/a/a \), we therefore have
\[ N \rightarrow^a M_{i+1}. \]

In particular, \( N \rightarrow^a M_j \) for each \( j \geq 1 \). As the \( M_j \) are all distinct, \( N \) has an infinite number of \( a \)-children.

(vi) However, the effects of multi-step antecedents are worse than simply infinite branching. The transition relation \( \rightarrow \) ceases to be decidable. It is straightforward to program Turing machines in a suitable GSOS language, so that \( M^{(k)} \rightarrow^{f(k)} b 0 \) if the \( k^{th} \) Turing machine halts on blank tape (where \( f(k) \) is approximately the number of steps the Turing machine takes), and \( M^{(k)} \) takes \( a \)-steps forever otherwise. Then \( \kappa(M^{(k)})/a/a \rightarrow^b 0 \) precisely if the \( k^{th} \) Turing machine halts on blank tape, which is undecidable. The same example shows that the question \( P \rightarrow^a \) is undecidable.

B A Global-Testing System for Bisimulation

In this section, we present a language defined by a sort of structured operational rules in which bisimulation is trace congruence. The rules of this language necessarily depart from the GSOS format.

This language is a variant of a language proposed by Samson Abramsky [2].\(^{16}\) Roughly, we code Hennessy-Milner formulas \( \varphi \) as processes \( F_\varphi \), and construct a context \( C_\varphi[P] \) which computes whether or not \( P \models \varphi \). The \( [a] \varphi \) modality is achieved by global testing; that is, we have rules of the general form

\[
\frac{X \Rightarrow (Y_1, \ldots, Y_n)}{\alpha(X) \rightarrow \beta(X_1) \circ \beta(X_2) \circ \cdots \circ \beta(X_n)}
\]

In this rule, \( \alpha \) is testing the formula \( [a] \varphi \) by listing in order all of the \( a \)-descendants \( Y_1, \ldots, Y_n \) of \( X \), and applying the operator \( \beta \) testing for satisfaction of \( \varphi \) to each of them, and using the operation \( \circ \) to combine the results.

It is reasonably straightforward to design a language of this form with an infinite set of operators, \( \text{op}_\varphi \), one for each Hennessy-Milner formula \( \varphi \), in which bisimulation coincides with trace congruence. This, however, violates our requirement that the set of operations be finite. It is similarly straightforward to build a two-sorted language, of processes and formulas, with the same property[2]; of course, this violates our requirement that the language be one-sorted. Jan Friso Groote [19] has an alternate approach for building a language in which bisimulation is trace congruence, involving much simpler-looking rules without global testing; however, the transition relation for his language is not r.e., and in some variants exceeds the arithmetic hierarchy.

\(^{16}\)In Abramsky's language, there were two sorts of processes, and bisimulation was not a congruence on one of the sorts. Our language, unlike Abramsky's, fits the basic requirements of Section 5.
There is, however, a single-sorted, finite global-testing language in which bisimulation coincides with trace congruence, and has the other basic properties of Section 5. We achieve this goal at some cost to the elegance of the language; the operation we add is harder to describe in familiar terms than the splitter and synchronizer of CCESSS. Indeed, the same proof shows how to add three operations and possibly a few actions to any GSOS language to give a global-testing language in which bisimulation coincides with trace congruence.

We assume that the alphabet of actions contains at least the following symbols: \( t, f, o, \sqcap, c_1, c_2, d_1, d_2, o \). The satisfaction-tester will produce \( o \)'s while it is running, and a \( t \) or \( f \) when it has made a decision true or false. The remaining actions are used to code modal formulas.

First, we define the operations of global-testing conjunction and disjunction, \( P \triangle Q \) and \( P \triangledown Q \). Computing these requires an inordinate amount of caution; we cannot allow the computations any asynchrony or branching, or bisimulation will cease to be a congruence. We use the notation \( \overline{P} = \langle P_i : i = 1, \ldots, n \rangle \) for vectors of process terms. We define \( \overline{\triangle P} = t.0, \) and
\[
\overline{\triangle P_i} = \langle \overline{\triangle P_i} \rangle \triangle P_{n+1}
\]
(8)

Here, and for the rest of this section, conjunctions \( \triangle \) and disjunctions \( \triangledown \) are duals; e.g., \( \overline{\triangledown P_i} \) is defined in the obvious fashion, with \( \overline{\triangledown P_i} \) defined as \( f.0 \). We also use the notations \( \overline{\triangle P} \) and \( \overline{\triangledown P} \) to operate on entire vectors.

\[
\begin{align*}
P \trianglerighteq \langle P_1, \ldots, P_m \rangle, \ Q \trianglerighteq \langle Q_1, \ldots, Q_n \rangle, \ (m, n > 0) & \quad \frac{P \triangle Q \trianglerighteq \langle \overline{\triangle P_1} \rangle \triangle \langle \overline{\triangle Q_1} \rangle}{P \triangledown Q \trianglerighteq \langle \overline{\triangledown P_1} \rangle \triangledown \langle \overline{\triangledown Q_1} \rangle} \quad \frac{P \triangle Q \triangleleft Q', \ (a, b \in \{t, f\})}{P \triangle Q \trianglerighteq 0, \ (c = a \land b)} \quad \frac{P \triangledown Q \trianglerighteq 0, \ (d = a \lor b)}
\end{align*}
\]
(9)

\[
\begin{align*}
P \trianglerighteq \langle P_1, \ldots, P_m \rangle, \ Q \trianglerighteq \langle Q_1, \ldots, Q_n \rangle, \ (m > 0) & \quad P \trianglerighteq \langle \overline{\triangle P_1} \rangle \triangle Q \quad P \triangledown Q \trianglerighteq \langle \overline{\triangle P_1} \rangle \triangledown Q \quad P \triangle Q \trianglerighteq P \triangle \langle \overline{\triangle Q_1} \rangle \quad P \triangledown Q \trianglerighteq P \triangledown \langle \overline{\triangle Q_1} \rangle
\end{align*}
\]
(10)

It is convenient to package the three global-testing rules for \( \triangle \) into a single rule in the following lemma, using the function \( P \triangle \). \( P \triangledown \) is defined dually.

\[
P \triangle = \begin{cases} 
\langle \overline{\triangle P_1} \rangle & P \trianglerighteq \langle P_1, \ldots, P_n \rangle, n > 0 \\
P & P \trianglerighteq \langle P_1, \ldots, P_n \rangle
\end{cases}
\]
(11)

The behavior of a conjunction is a simple combination of the behavior of its conjuncts. It is worth noting that \( P \triangle Q \) is \( o \)-monogenic; it has at most one \( o \)-descendant. We omit the statement of the dual of this lemma.
Lemma B.1 \( \left( \bigtriangleup_{i=1}^{n} P_i \right) \overset{a}{\to} S \iff S = \bigtriangleup_{i=1}^{n} P_i^{a} \) and at least one \( P_i \overset{a}{\to} \).

For \( b \in \{t, f\} \), \( \left( \bigtriangleup_{i=1}^{n} P_i \right) \overset{b}{\to} S \iff S = 0 \), and each \( P_i \overset{b}{\to} \) for some \( b_i \)‘s with \( \land b_i = b \).

For \( b \in \{t, f\} \), \( \left( \bigtriangledown_{i=1}^{n} P_i \right) \overset{b}{\to} S \iff S = 0 \), and each \( P_i \overset{b}{\to} \) for some \( b_i \)‘s with \( \lor b_i = b \).

The real workhorse of Modal-CCS is the Modal\( (C \Rightarrow P, Q) \) operator. It is hard to disguise this as a synchronizer. \( C \) determines the operator structure, and \( P \) the actions in the modalities. (Each logical connective is coded as an action or two. To code \( \langle a \rangle \) and \([a]\), each as a separate action, would take \( 2n \) actions for an \( n \)-action alphabet; we we prefer to keep the alphabet finite, we cannot code the modalities as actions directly. We therefore split the coded formula into two parts; \( C_\varphi \) codes the structure of \( \varphi \) leaving blanks inside of the modalities, and \( P_\varphi \) tells which actions fit inside the modalities.)

We will define the rules and codings of formulas simultaneously. The context telling whether or not \( Q \models \varphi \) is Modal\( (C_\varphi \Rightarrow P_\varphi, Q) \).

\[
\begin{align*}
C & \overset{t}{\to} C' \\
\text{Modal}(C \Rightarrow P, Q) & \overset{t}{\to} 0
\end{align*}
\]

\[
C_{tt} = t \\
P_{tt} = 0
\]

and similarly for falsehood.

\[
\begin{align*}
C & \overset{c}{\to} C_1, C \overset{c}{\to} C_2, P \overset{c}{\to} P_1, P \overset{c}{\to} P_2 \\
\text{Modal}(C \Rightarrow P, Q) & \overset{c}{\to} \text{Modal}(C_1 \Rightarrow P_1, Q) \bigtriangleup \text{Modal}(C_2 \Rightarrow P_2, Q)
\end{align*}
\]

\[
\begin{align*}
C_{\varphi \land \psi} & = c_1 C_\varphi + c_2 C_\psi \\
P_{\varphi \land \psi} & = c_1 P_\varphi + c_2 P_\psi
\end{align*}
\]

Disjunctions are treated similarly, using \( d_i \) in place of \( c_i \) and \( \bigtriangledown \) in place of \( \bigtriangleup \).

\[
\begin{align*}
C & \overset{d_i}{\to} C_1, P \overset{a_i}{\to} P_1, Q \overset{a}{\to} \langle Q_1, \ldots, Q_n \rangle, n \geq 0 \\
\text{Modal}(C \Rightarrow P, Q) & \overset{a}{\to} \bigtriangledown_{i=1}^{n} \text{Modal}(C_1 \Rightarrow P_1, Q_i)
\end{align*}
\]

\[
\begin{align*}
C_{[a] \varphi} & = \Box C_\varphi \\
P_{[a] \varphi} & = a P_\varphi
\end{align*}
\]

Possibility modalities are defined by similar rules using \( \bigtriangledown_{i=1}^{n} \).

We define \( Q \overset{a}{\Rightarrow} \langle Q_1, \ldots, Q_n \rangle \) so that it can be satisfied in precisely one way. We fix an order on all proofs of \( P \overset{a}{\Rightarrow} P' \); \( Q \overset{a}{\Rightarrow} \langle Q_1, \ldots, Q_n \rangle \) is satisfied if and only if there are
exactly \( n \) proofs that \( Q \overset{a}{\rightarrow} Q' \) for any \( Q' \), and \( Q_1, \ldots, Q_n \) are the \( Q' \)'s in the fixed order. For example, \( a + a \overset{a}{\rightarrow} (0, 0) \).

Global-testing rules are schema, with one instance of the rule for each \( n \), in much the same way that the \( \beta \)-rule of the lambda calculus is a rule scheme; the notation \( \bigtriangledown \), like the lambda calculus \( \lambda[x := N] \), is a metanotation rather than an operation in the language. It is not clear just what a global-testing rule is in general; for example, we could imagine a system in which the consequent was not a recursive function of \( n \). Whatever the general definition, however, Modal-CCS is definitely the kind of thing we want to allow as a global-testing system.

We will now show that bisimulation is precisely trace congruence with respect to Modal-CCS. The proof is in two parts, Theorem B.2 showing that bisimulation is a congruence, and Theorem B.7 showing that the coding of Hennessy-Milner logic in Modal-CCS is correct and hence that Modal-CCS can distinguish between non-bisimilar processes.

**Theorem B.2** Modal-CCS respects bisimulation; that is, if \( \bar{P} \leftrightarrow \bar{P}' \), then \( C[\bar{P}] \leftrightarrow C[\bar{P}'] \).

**Proof:**

The proof uses the standard bisimulation methodology. We define a bisimulation relation \( \equiv \) which is essentially the congruence extension of bisimulation. We will have, if \( \bar{P} \leftrightarrow \bar{P}' \), then \( \bar{P} \equiv \bar{P}' \). The definition of \( \equiv \) will imply that \( \text{op}(\bar{P}) \equiv \text{op}(\bar{P}') \) and thus \( \text{op}(\bar{P}) \leftrightarrow \text{op}(\bar{P}') \).

We define \( \equiv \) between processes, and the auxiliary relations \( \leq_0 \) and \( =_0 \) between sequences of processes, by mutual recursion.

**Definition B.3**

- \( \bar{P} \leq_0 \bar{P}' \) iff for each \( P_i \) there is a \( P_i' \) such that \( P_i \equiv P_i' \).

- \( \bar{P} \) and \( \bar{P}' \) are \( \equiv \)-tangled, \( \bar{P} =_0 \bar{P}' \), iff \( \bar{P} \leq_0 \bar{P}' \) and \( \bar{P}' \leq_0 \bar{P} \).

- \( \equiv \) is defined by:
  
  1. Whenever \( P \leftrightarrow P' \) then \( P \equiv P' \).
  2. Whenever \( P_i \equiv P_i' \) for \( i = 1, \ldots, \text{arity(op)} \), then \( \text{op}(\bar{P}) \equiv \text{op}(\bar{P}') \).
  3. Whenever \( \bar{P} \equiv \bar{P}' \), then \( \bigtriangledown \bar{P} \equiv \bigtriangledown \bar{P}' \) and \( \bigtriangledown \bar{P} \equiv \bigtriangledown \bar{P}' \).

We must now show that \( \equiv \) is a bisimulation relation. The proof is by induction on the definition of \( \equiv \), showing that whenever \( R \equiv R' \) and \( R \overset{a}{\rightarrow} S \), then there is a term \( S' \) such that \( R' \overset{a}{\rightarrow} S' \) and \( S \equiv S' \), and similarly whenever \( R' \overset{a}{\rightarrow} S' \).

The following useful fact appears several times in the proof. Suppose that \( P \equiv P' \) and the induction hypothesis holds for \( P \) and \( P' \). Let \( P \overset{a}{\rightarrow} (P_1, \ldots, P_n) \) and \( P' \overset{a}{\rightarrow} (P'_1, \ldots, P'_{n'}) \).

---

\(^{17}\)The technical peculiarities of this definition are aesthetic, not essential. The ordering of processes allows us to avoid cluttering the proofs of this section with innumerable unifying "up to permutation of the \( Q_i \)'s." The use of derivations rather than descendants allows \( a + a \) to name the process with two \( a \)-children; without this convention, we would have to use something like \( a0 + a(0 + 0) \) so that the two \( a \)-descendants of the process are distinct terms.
Then either $n = n' = 0$ (viz., $P \xrightarrow{\alpha} P'$ and $P' \xrightarrow{\delta}$), or $n, n' > 0$ and $P = P'$; this follows immediately from the induction hypothesis. By 3, under these conditions we have $P \bowtie P'$ and $P' \bowtie$.

The induction proceeds by cases according to why $R \equiv R'$.

1. If $R \leftrightarrow R'$, then the lemma is obvious.

2. If $R = \text{op}(\bar{P}) \bowtie \text{op}(\bar{P}') = R'$ where $\bar{P} \equiv \bar{P}'$ and the induction hypothesis holds for each $P$, and $R \xrightarrow{\alpha} S$, then we must show that $R' \xrightarrow{\alpha} S'$ for some $S' \equiv S$. When the transition $R \xrightarrow{\alpha} S$ is given by a GSOS rule, then arguments like those in Section 7.4 apply. We must check the non-GSOS operations individually. We present one sample global testing rule; the rest are similar.

Suppose that $R = P \Delta Q \xrightarrow{\alpha} S$, $R' = P' \Delta Q'$, and $P \equiv P'$ and $Q \equiv Q'$. By Lemma B.1, we know that $S = P \Delta \Delta Q$, and that at least one of $P$ and $Q$ can take an $o$-step. By the useful fact, we know that at least one of $P'$ and $Q'$ can take an $o$-step, and hence that $R' \xrightarrow{\alpha} P' \Delta \Delta Q' \Delta = S'$. We know $P \Delta \Delta P' \Delta$ and $Q \Delta \Delta Q' \Delta$ by induction and the useful fact, so we have $S \equiv S'$ as desired.

3. Finally, suppose that $R = \left( \bigwedge_{i=1}^{n} P_i \right) \bowtie \left( \bigwedge_{i=1}^{n'} P'_i \right) = R'$, where $\bar{P} = \bar{P}'$. Suppose that $R \xrightarrow{\alpha} S$. The case where $\alpha \neq o$ is trivial; suppose $\alpha = o$. Then $S = \bigwedge_{i=1}^{n} P_i \Delta$, and some $P_0 \xrightarrow{\alpha}$. By the induction hypothesis, some $P'_0 \xrightarrow{\alpha}$.

We now show that $P \Delta = \left( P_i \Delta : i = 1, \ldots, n \right) = o \left( P'_i \Delta : i' = 1, \ldots, n' \right) = P' \Delta$. We know that for each $i$ there is an $i'$ such that $P_i \equiv P'_i$; by induction and the useful fact, this implies that $P_i \Delta \equiv P'_i \Delta$, showing that $P \Delta \leq o P' \Delta$. The other direction is similar.

So, we know that $R' \xrightarrow{\alpha} S' = \bigwedge_{i=1}^{n'} P'_i \Delta$ and $S \equiv S'$ as desired.

We have shown that $\equiv$ is a bisimulation relation, and so $R \equiv R'$ implies $R \leftrightarrow R'$; by the first clause in the definition of $\equiv$, the converse holds as well. Therefore, $\equiv$ and $\leftrightarrow$ are the same relation. Clearly $\equiv$ is a congruence relation; a simple induction on the structure of contexts shows that if $\bar{R} \equiv \bar{R}'$ then $C[\bar{R}] \equiv C[\bar{R}]$. The theorem follows immediately.

**Corollary B.4** If $P$ and $P'$ are bisimilar, then they are trace congruent with respect to Modal-CCS.

Now, we show that we have achieved bisimulation. First, we describe the behavior of $\bigwedge$ and $\bigvee$ on monogenic processes.

**Lemma B.5** If $P_i \equiv o^n b_i$ where $b_i \in \{t, f\}$, then

$\bigwedge_{i=1}^{m} P_i \equiv o^n \bigwedge_{i=1}^{m} b_i$

$\bigvee_{i=1}^{m} P_i \equiv o^n \bigvee_{i=1}^{m} b_i$
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where \( n = \max_{i=1}^{m} n_i \).

**Proof:** Easy induction on \( m \). \( \square \)

If \( \varphi \) is a Hennessy-Milner formula, let \( C_{\varphi}[X] = \text{Modal}(C_{\varphi} \gg P_{\varphi}, X) \).

**Lemma B.6** If \( Q \) is a process and \( \varphi \) a Hennessy-Milner formula, then for some \( j \) \( C_{\varphi}[Q] \equiv o^j t \) if \( Q \models \varphi \), and \( C_{\varphi}[Q] \equiv o^j f \) otherwise.

**Proof:** Predictably, the proof is by induction on \( \varphi \). The base cases \( \top \) and \( \bot \) are trivial. If the lemma holds for \( \varphi \) and \( \psi \), consider a trace of \( C_{\varphi \land \psi}[P] \):

\[
C_{\varphi \land \psi}[P] \xrightarrow{\sigma} C_{\varphi}[P] \Delta C_{\psi}[P]
\]

(which is the only transition from \( C_{\varphi \land \psi}[P] \)), and by Lemma B.5 the lemma follows. Similarly, the only transition from \( C_{[\alpha] \varphi}[P] \) is

\[
C_{[\alpha] \varphi}[P] \xrightarrow{\Delta} \bigoplus_{i=1}^{n} C_{\varphi}[P]
\]

and again the lemma follows from Lemma B.5. (Note that if \( n = 0 \), then \( \bigoplus_{i=1}^{n} C_{\varphi}[P] = \top \) as desired.) The remaining logical connectives are similar \( \square \).

**Corollary B.7** \( Q \models \varphi \) iff \( \text{tr}(C_{\varphi}[Q]) = \{ o^j t \} \) for some \( j \), and hence if \( Q \equiv Q' \) then \( Q \) and \( Q' \) are not trace congruent.

**Proof:** The first statement is immediate from Lemma B.6; the second follows from the first and Theorem 2.7. \( \square \)

Combining Corollary B.4 and Corollary B.7, we have:

**Theorem B.8** Bisimulation and Modal-CCS congruence coincide.

**B.1 Discussion of Modal-CCS**

We have presented Modal-CCS as an attempt to give a reasonable language in which bisimulation is trace congruence, and indeed Modal-CCS is much less disturbing than the language of Section 4.1. However, it has some peculiar features.

It seems to use nondeterminism in the wrong way. Ordinarily, nondeterminism allows a process or system to choose among several alternatives, or to state that all the alternatives are possible; e.g., in the process \( P|Q \) in which \( P \) and \( Q \) are running in interleaving parallel, either \( P \) or \( Q \) may take the first step. Global testing rules treat nondeterminism more as a way of listing a collection of processes. Applying a global-testing operation to \( P|Q \) will somehow determine all the ways in which the system could proceed, and combine these in some way. It is less than clear how to implement or even understand such an operation.
The formal contrast between CCSSS and Modal-CCS is worth noting. As CCSSS is a GSOS language, we know that ready simulation refines CCSSS-congruence. The corresponding fact for Modal-CCS, Theorem B.2, is a nontrivial theorem. More significantly, this theorem must be reproven whenever the language changes; when changes are made to the global-testing rules, even the induction hypothesis may change. The alterations are generally nontrivial. The proofs that the codings of modal logic work, Lemma 9.1 and Lemma B.6, are roughly equivalent in difficulty if fully written out.

Global-testing rules appear in surprising places in Modal-CCS. They were introduced in the Modal\((C \ggg P, Q)\) operation to deal with \((a)\varphi\) and \([a]\varphi\). However, we must use them elsewhere, in the \(\Delta\) and \(\nabla\) operations, which sound as if they could be defined quite sensibly by GSOS rules such as \(P \xrightarrow{a} P', Q \xrightarrow{a} Q' \implies P \& Q \xrightarrow{a} P' \& Q'\). (We call this nondeterministic conjunction.) However, this language does not respect bisimulation.\(^{18}\)

Part of the reason that Theorem B.2 is so difficult is that it is a delicate theorem; with small changes to the language will make it false. For example, if we had used nondeterministic rather than global-testing conjunction in the definition of Modal\((\ggg, \cdot)\), then bisimulation would cease to be a congruence.

It is straightforward to find a global-testing language in which trace congruence is precisely synchronization tree isomorphism; in fact, it is nontrivial to find a language using global testing in an interesting way in which \(a\) and \(a + a\) are congruent. There is a general consensus in the CCS/CSP community that \(a\) and \(a + a\) should be identified, and so that tree isomorphism is too refined an equivalence, it is clear that arbitrary global-testing languages are undesirable.

Moreover, the difference between Modal-CCS and its too-refined variants is small and subtle. There might be a reasonably general theorem saying that if \(\nabla\) and \(\Delta\) possess suitable algebraic properties, then Modal\((\cdot \ggg \cdot, \cdot)\) respects bisimulation.

Although it is dangerous to predict that no good theory of global-testing processes will ever be developed, it would be surprising if it were as generally applicable, appealing, and closely matched to bisimulation (rather than tree isomorphism) as the theory we have sketched for GSOS languages. For example, it is trivial to decide if a GSOS language respects ready simulation (it does); it is probably undecidable whether or not a global-testing language respects bisimulation.
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\(^{18}\)It is possible to use nondeterministic rather than global-testing connectives, at the cost of making the Modal\((C \ggg P, Q)\) rules considerably more complex.


