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Abstract

A quantitative theory of timing or conditioning can be evaluated with a Turing test in which the behavioral results of an experiment can be compared with the predicted results from the theory. An example is described based upon an experiment in which 12 rats were trained on three fixed-interval schedules of reinforcement, and a simulation of the predicted results from a packet theory of timing. An objective classification rule was used to determine whether a sample from the data or a sample from the theory was more similar to another sample from the theory. With an ideal theory, the expected probability of a correct classification would be 0.5. The observed probability of a correct classification was 0.6, which was slightly, but reliably, greater than 0.5. A Turing test provides a graded metric for the evaluation of a quantitative theory.
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Procedures used in the study of animal timing have led to the identification of reliable functional relationships between quantitative features of procedures and results. For example, a fixed-interval schedule of reinforcement leads to a response rate that increases as a function of time since the previous reinforcement (Dews, 1970). The relative response rate (as a proportion of the maximum response) increases as a function of the fixed-interval (as a proportion of the total interval). The same function typically provides a good approximation of the behavior under a wide range of fixed-intervals. This is the superposition result, which has also been called “timescale invariance” (Church, 2002).

Theories of timing have been developed that account for these quantitative results. Examples of these are scalar timing theory (Gibbon, 1977), behavioral theory of timing (Killeen and Fetterman, 1988), learning to time model (Machado, 1997), spectral timing model (Grossberg and Schmajuk, 1991), multiple-oscillator model (Church and Broadbent, 1990), the multiple-time-scale model (Staddon and Higa, 1999), Packet theory (Kirkpatrick, 2002; Kirkpatrick and Church, 2002; Kirkpatrick and Church, 2002).
but there are many others. (In these quantitative timing theories, the terms “theory” and “model” are used interchangeably.) One of the purposes of these theories is to account for the behavior of the animal in timing procedures based on simple assumptions of a well-specified process model.

One of the bases for the evaluation of a quantitative theory of timing is the extent to which it fits observed data. This is usually done by defining one or more summary measures of behavior, and comparing the predictions of the model with the values of the observed data. The variance of the difference of the observed from the predicted values of the summary measure (unexplained variance) is typically compared to the variance of the difference of the observed from the mean values of the summary measure (total variance). The standard index is the proportion of variance accounted for:

\[ \omega^2 = \frac{\sigma_u^2}{\sigma_t^2} \]  

where \( \omega^2 \) is the proportion of variance accounted for, \( \sigma_u^2 \) the unexplained variance, and \( \sigma_t^2 \) the total variance.

The main purpose of this article is to show how a Turing test provides an alternative way to evaluate the extent to which the predictions of a timing theory fit observed data. It describes a particular timing procedure, the results that were recorded, summary measures of the behavior, a quantitative process model (Packet theory), and comparison of the predictions of the model and the summary measures of behavior. It concludes with a description of the Turing test, how it can be used to evaluate a quantitative process model. The question is the extent to which a person, or a computer algorithm, can correctly discriminate between data that was generated by an experimental subject and data generated by a quantitative theory.

1. Specification of the procedures

Many timing and conditioning procedures can be described by the specification of a small number of stimuli, reinforcers, and responses, and the contingencies among these events. Such experiments are often conducted with well-known species in simple environments. They may use one or more stimuli (such as houselight, white noise, and clicker), one or more measured responses (such as head-entry into the food cup, lever press, and licking on the tube of a water bottle), and one or more reinforcers (such as food or shock). The standard time-line diagram shown in the top panel of Fig. 1 includes a single stimulus (houselight), a single response (head-entry), and a single reinforcer (a pellet of food).

The procedure that is illustrated in the time-line diagram provides information regarding the contingencies of reinforcement. The time of an onset of a stimulus (such as the houselight) is indicated by an arrow; the time after which a response will be reinforced is indicated by an open triangle (labeled “Prime”); the time of a food delivery is indicated by a solid triangle, and the times of head-entry responses is indicated by the vertical marks on the line labeled “Responses.”

The contingencies of reinforcement may be described in words, in a diagram, or with formal notation. They are nearly always described in a paragraph, but it is difficult to describe a procedure precisely, completely, and succinctly in words. The contingencies of reinforcement may also be described with a time-line diagram (as in the top panel of Fig. 1), but this requires more space than a formal notation. Unfortunately, the standard formal notation for conditioning procedures is too succinct to be useful for many purposes. For example, this procedure would be described as A+, where A is the symbol for the houselight, and + is the symbol for food. This does not provide information about the duration of the stimulus, the duration between stimuli, and the time of delivery of the food during the stimulus (or even whether or not the food was delivered shortly after stimulus termination, as in trace conditioning).

A more complete formal notation is necessary to provide the information that is in a time-line diagram. The procedure in the top panel of Fig. 1 may be written as:

\[ /20 \text{s} \ H; 30 \text{s} \rightarrow \text{h} \uparrow \text{v} / \]  

with symbols for light onset (H), light termination (h), head-entry response (→), and food delivery (▲▼). This contains information about the duration of the stimulus, the duration between stimuli, and the time of delivery of food during the stimulus. The extension of this notation to many different procedures is in Appendix A.
2. Recording of the results

The primary data consists of a list of times at which each event occurs (lower left portion of Fig. 1). In this example, the session began with the delivery of food. The houselight went on after 20 s, head-entry responses occurred at 44.00, 45.20, 46.00, and 49.80 s, then food was primed at 50.00 and 55.00 s, the next head-entry response occurred, food was delivered, and the houselight was turned off. The time-event list continues with the data for the second cycle. Records were kept of the times (to the nearest 2 ms) and event numbers; the event numbers and names are redundant. Because they are more efficient for storage and analysis, numbers are typically used, but supplemented with a list of the event name corresponding to each number.
The lower right portion of Fig. 1 shows a raster plot of the head-entry responses. The data come from one rat on a 30-s discriminative fixed-interval schedule. The horizontal axis is the time since stimulus onset, and the vertical axis is the successive cycles in a session (from top to bottom). In a 30-s fixed-interval schedule, responses are clustered toward the end of the interval.

The procedure used to generate the data for this application of a Turing test of a quantitative timing theory was an extension of the simple 30-s discriminative fixed-interval schedule of reinforcement shown in Fig. 1. There were three cycle types ($C_1$, $C_2$, and $C_3$):

\[
C_1 = \left[ \begin{array}{c} 20 \text{s} \text{H}; 30 \text{s} \rightarrow \downarrow \uparrow \downarrow \uparrow \downarrow \uparrow \\ 20 \text{s} \text{N}; 60 \text{s} \rightarrow \downarrow \uparrow \downarrow \uparrow \downarrow \uparrow \\ 20 \text{s} \text{C}; 120 \text{s} \rightarrow \downarrow \uparrow \downarrow \uparrow \downarrow \uparrow 
\end{array} \right]
\]

where H is houselight onset; N is onset of white noise; and C is onset of a clicker. The lower case letters are for the terminations of the stimuli. Thus, in this multiple cued interval procedure, there were three possible intervals (30, 60, and 120 s), each with a different discriminative stimulus. (Of course, the interval and stimulus type was counterbalanced across rats.) The three types of cycles were sampled with replacement, as shown by the following notation:

\[
T = \left[ \begin{array}{c} \frac{1}{3} \(C_1 \ C_2 \ C_3) \right]
\]

Each of 12 rats had 30 sessions of 60 cycles per session with this procedure, and the last 15 of these sessions was used for the present analysis. This was the simultaneous group used in phase 1 of an analysis of the acquisition of temporal discrimination (Guilhardi and Church, submitted for publication).

3. Summary measures of results

Typically, analysis of results consists of the description of summary measures of behavior. Nonetheless, it is useful to record and retain the primary data. From the primary data, it is possible to calculate any summary measure, but the primary data cannot be recreated from the summary measures. The availability of the primary data greatly facilitates comparison of the effects of procedures that were reported with different summary measures; it makes it unnecessary to repeat an experiment in order to analyze a different summary measure. The availability of primary data facilitates secondary data analysis (Guilhardi and Church, 2004; Kurtzman et al., 2002).

A summary measure is often chosen because it is conventional in a subfield. This is a reasonable decision because it facilitates comparison of results, although the comparison is restricted to this single summary measure. In some cases, a particular summary measure is chosen because it is considered to be diagnostic of some important concept or because it is widely used as an operational definition of some important concept. The distinction between a summary measure as diagnostic of a concept or simply an operational definition of a concept is often uncertain.

Multiple summary measures are sometimes used to characterize behavior. In some cases, the summary measures may be independent of each other (i.e., they are not redundant). For the results of a multiple cued interval procedure, the summary measures sensitive to response rate, response pattern, and response bouts may be independent of each other.

3.1. Rate

The mean response rate (in responses per minute) during the last 15 sessions during the stimulus of the 30, 60, and 120-s interval is shown in the top panel of Fig. 2. The mean response rates in the three conditions were (48.2, 44.5, and 36.2 responses per minute with the three intervals, respectively), with the standard error of the mean shown by the error bars (3.7, 4.3, and 3.6 responses per minute, respectively). The differences in response rate at different interval durations were significant ($F(2,22) = 21.3, P < 0.001$).

3.2. Pattern

The mean response rate can be calculated as a function of time since stimulus onset for each of the interval durations. These response gradients show both the temporal pattern and the overall response rate. The relative response rate was defined as the mean response rate divided by the maximum rate. The relative response rate as a function of time since stimulus onset is shown in the middle panel of Fig. 2. The three functions were
obviously very different and related to the interval duration.

3.3. Bout

The relative frequency distribution of interresponse times is defined as the frequency distribution of interresponse times divided by the number of interresponse times. This distribution is shown in the bottom panel of Fig. 2. Most of the interresponse interval were under 2 s, and clustered near a mode at 0.272 s.

4. A process theory

With a specification of the procedures, the recording of the results, and the analysis of summary measures of behavior, some attempts are often made to explain the results. This section describes a quantitative theory that attempts to explain the behavior resulting from timing procedures.

Quantitative theories of timing typically attempt to account for selected summary measures of behavior, and some of them do so for several quite different summary measures such as relative response gradients as a measure of timed performance and choice between two responses as a measure of time perception. A Turing test can be applied to these theories, but the questions must be restricted to the specific procedures to which they apply and the specific summary measures that the procedures have used.

Packet theory is unique in attempting to account for the time of occurrence of individual responses in any procedure in which any stimuli may be regarded as qualitatively different from all others. Predictions from Packet theory can be made for any procedure with any contingency of reinforcement between stimuli, and responses. The wide range of legitimate procedures provides input generality; the prediction of times of responses, which makes it possible to make predictions about any summary measure, provides output generality. This makes it particularly suitable for evaluation with a Turing test.

The essential features of Packet theory were described by Kirkpatrick (2002) and Kirkpatrick and Church (2003). This is referred to as Version 1. It was slightly modified by Guilhardi et al. (in press), which will be referred to as Version 2. For acquisition of a temporal discrimination, it was further modified by Guilhardi and Church (submitted for publication) but because those modifications had inconsequential effects on asymptotic performance, it will be referred to as Version 2a. Version 2a of Packet theory is used in this article.

The input consists of the time of each stimulus onset and each food delivery. Unless otherwise specified, the unit of time will be seconds. This input is transformed by the rules of temporal perception, temporal memory, and temporal decision to produce bouts of responses. The rules are specified in the equations below, and illustrated in the four panels of Fig. 3.
4.1. Perception

The perceived time to food is determined by the duration between the last food delivery and the preceding stimulus onset (perception panel of Fig. 3).

\[ e_i(t) = d_i - t \quad (5) \]

where \( d_i \) is the duration between the last reinforcement and the preceding stimulus onset, \( t \) the time since stimulus onset in seconds, and \( e_i(t) \) is the perceived time to reinforcement as a function of time since stimulus onset. In this example, the duration between the last reinforcement and the preceding stimulus onset was 30 s. Thus, the perceived time to reinforcement was 30 s at stimulus onset and it decreased linearly for 30-0 s. This transformation contains no free parameters.

4.2. Memory

The updated remembered time to food is a weighted mean of the perceived time to food and the previous remembered time to food (memory panel of Fig. 3).

\[ E_{i+1}(t) = \alpha e_i(t) + (1 - \alpha)E_i(t) \quad (6) \]

where \( e_i(t) \) is the current perceived time to reinforcement as a function of time since stimulus onset, \( E_i(t) \) the previous remembered time to food as a function of time since stimulus onset, \( \alpha \) the learning rate (a value between 0 and 1), and \( E_{i+1}(t) \) is updated remembered time to food as a function of stimulus onset. In this example, the value of \( \alpha \) was 0.0125 (a value previously used for acquisition); the value of \( \alpha \) does not have much effect at asymptote. Of course, if the perception and the memory were identical, the remembered time to food would not be changed by Eq. (6). The initial remembered time to food was vector with a length equal to the number of seconds from stimulus onset to food containing random values from a normal distribution with a mean of 400 s, and a standard deviation of 280 s. These initial values also did not have much effect at asymptote.

The horizontal line in the memory panel is a threshold that determines whether the animal will be in the low or high response state. The proportion of time during the stimulus in which the animal will be in a high state is determined as follows: in every cycle, the threshold is a proportion which is a single random sample from a normal distribution with a mean of 0.37 and a coefficient of variation of 0.44; the time of this threshold \( b \) is the remembered time to food, such that the proportion below the threshold is \( b \). If the remembered time to food is above the threshold, the animal is in the high state; if it is below the threshold, the animal is in the low state. These transformations consists of five free parameters (\( \alpha \), \( \mu \), \( \sigma/\mu \), and the mean and standard deviation of the initial remembered time to food). At asymptote, the most influential parameters are \( \mu \), and \( \sigma/\mu \).

4.3. Decision

If the animal is in the high state, the rate of packet initiation is \( r \) packets per second. This is shown by the step function in the Decision panel of Fig. 3 that begins...
at 0 and then, at 20 s after stimulus onset, goes to the rate of $r$ packets per second:

$$r = -0.8 \log_{10} E_i(0) + 2.0$$

(7)

where $E_i(0)$ is the expected time to food at onset of a stimulus.

There is also an operant rate of packet initiation that occurs throughout all sessions shown by the horizontal dotted line in the decision panel of Fig. 3. The operant rate of packet initiation was 0.01 per second. During the low state the rate of packet initiation was the operant rate (op), and in the high state it was the sum of $r$ and op. This transformation consists of three free parameters: op, and the slope and intercept of the function relating rate of packet initiation to the mean interfood interval (Eq. (7)).

4.4. Response

If a packet is initiated, responses may occur in a clustered manner. The number of responses in the cluster is a random sample from a Poisson distribution with a mean of five responses; the distribution of these responses is distributed as a Wald distribution (an inverse Gaussian shown in the response panel of Fig. 3) which has two parameters, a mean of 0.54 s and a standard deviation of 0.71 s. This consists of three free parameters (mean of Poisson, and mean and standard deviation of Wald).

5. Comparison of predictions of model and summary measures of results

A comparison of the predictions of a quantitative model, such as Packet theory, with the behavioral results is usually based on summary measures of responding, such as those shown in Fig. 2. The primary question is usually the extent to which the model provides a good fit to the data, and the measure of goodness-of-fit is the proportion of variance accounted for by the model, $\omega^2$, as defined in Eq. (1). Note that this is a comparison of the model under consideration and an alternative model, that all values are at the mean.

Fig. 4. Comparison of predictions of model and behavior of rats. Top panel: the mean response rate (per minute) as a function of interval duration is shown with solid bars for the simulation and open bars for the data. Middle panel: relative response rate as a function of interval duration is shown with thin lines for the simulation and open symbols for the data. Bottom panel: relative frequency of interresponse times as a function of time since previous response as seconds with thin lines for the simulation and open symbols for the data.

5.1. Rate

A comparison of the observed response rate (open bars) with predictions of the model (solid bars) is shown in the top panel of Fig. 4. The data and the predictions are similar ($\omega^2 = 0.977$).
5.2. Pattern

A comparison of the observed response gradients (data points) with predictions of the model (thin lines) is shown in the middle panel of Fig. 4. The data and the measures are similar ($\omega^2 = 0.994, 0.997,$ and 0.997 for the 30, 60, and 120-s intervals, respectively).

5.3. Bout

A comparison of the observed bout structure (open circles) with predictions of the model (thin line) is shown in the bottom panel of Fig. 4. Although the discrepancies of the observed and predicted functions are not large ($\omega^2 = 0.974$), the systematic pattern of deviations clearly indicates that the predicted function is just an approximation.

5.4. Evaluation of the model based on summary measures

Based on the summary measures of rate and pattern shown in Fig. 4, it appears that the predictions of the model are nearly identical to the data. The predictions of bout structure indicated that the function forms were not correct, but the discrepancies were small.

The model had five parameters for memory, three for decision, and three for response. A single estimate of each of these 11 parameters was used in fitting the 413 data points in Fig. 4. Some of the estimates have only negligible effects on the summary measures, and some of the estimates may apply to other procedures. Thus, the model is not unduly complex.

On the basis of the analysis of these summary measures, it would appear to be difficult or impossible to discriminate between data that was generated by Packet theory and data generated by a rat in this multiple cued interval procedure. Section 7 will show that such a discrimination can be made. This will indicate that, despite excellent fits based on these three nonredundant summary measures, the Packet theory of multiple cued interval procedure is incomplete.

6. A Turing test

The purpose of this section is to describe the original Turing test, and its application to the evaluation of a timing theory.

6.1. Original Turing test

In 1950, Alan Turing introduced a method to answer the question, “Can machines think?” He proposed a behavioristic approach, a modification of the imitation game, in which an interrogator asks questions and attempts to determine whether the typed answers are coming from a person or a programmed computer (Turing, 1950). This test is now known as “the Turing test.” People are regarded as intelligent, so, if the interrogator is not able to distinguish between the answers from a person and a computer, it may be that the computer is also intelligent, i.e., it can think. Turing’s prediction was:

“I believe that in about 50 years’ time it will be possible to programme computers, with a storage capacity of about $10^9$, to make them play the imitation game so well that an average interrogator will not have more than 70 percent chance of making the right identification after five minutes of questioning.” (Turing, 1950, p. 442, italics added)

The italics were added to emphasize the graded nature of the criterion that consisted of the skill of the interrogator, the percentage of correct identification, and the length of the questioning.

6.2. A Turing test of a behavioral theory

The Turing test can be readily adapted to evaluate a quantitative theory of behavior. In the original Turing test, an interrogator asks questions to a person or a computer program; in the adaptation of the Turing test, an experimenter administers a procedure to an animal or a computer program. In the original Turing test, either a person or a computer program provides the answers; in the adaptation of the Turing test, either the animal or the computer program responds. In the original Turing test, an interrogator classifies the answer as either coming from a person or a computer program; in the adaptation of the Turing test, a computer algorithm classifies the results as coming either from an animal or from a computer program (Church, 1997, 2001).

The adaptation of the original Turing test to evaluate a quantitative theory of behavior is illustrated in Fig. 5. The procedure delivers stimuli and reinforcers to the animal and receives responses from the animal;
observed data consists of a list of times at which various events occur, such as stimulus onset and termination, reinforcer delivery, and responses (see also Fig. 1). The procedure also delivers stimuli and reinforcers to the model and receives responses from the model; the simulated data consists of another list of times at which various events occur.

The list of the observed data can be compared with the list of simulated data to determine whether a particular list was produced by an animal or by a computer model. This should be done with an objective evaluation algorithm. Church (1997) wrote:

“Our goal should be to develop models that produce sequences of times of occurrence of events (stimuli and responses) that are indistinguishable from those produced by the animal under many experimental procedures and data analysis techniques (a Turing test).”

The original article included a figure similar to Fig. 5 that included an extension to evaluate models with each other, as well as with the data.

It would now seem reasonable to relax the goal from “indistinguishable” to “less than 1% error.” The current error is about 10%, as described in the next section. If the error rate can be reduced by one-half in each of the next 5 years (10, 5, 2.5, 1.25, and 0.625), the goal of an error rate of less than 1% can be reached in 5 years.

7. Comparison of predictions of a model and the primary data

In the present experiment, the events were stimuli (houselight, noise, and clicker), a response (head-entry), and a reinforcer (food), as shown in Eq. (3). One cycle of this experiment consisted of the interval between two successive deliveries of food. This might be a 20 s interval followed by the onset of a houselight, a 30 s interval followed by a head-entry response, termination of the houselight and delivery of food (Eq. (2)).

The observed rat data (dashed line) came from one cycle from a rat; the simulated model data (dotted line) came from one cycle of Packet theory; the sample model data (thick black line) came from another cycle of Packet theory (Fig. 6). The dependent variable, local rate, was calculated directly from the times of responses as a function of time since stimulus onset. The local rate in responses per minute at a given time is the reciprocal of the interresponse time in minutes. Thus, if two responses are separated by a 1 s interval, the local rate is 60 response per minute (i.e., interresponse time was 1/60 min per response, the reciprocal of which is 60 responses per minute). To reduce the influence of large fluctuations in response rate with very small changes in short interresponse times, the logarithm of the local rate is used in the analysis. It should be noted that this local rate measure contains all the
information available in the times of responses in the primary data—it is possible to reconstruct the original times of the responses based on a sequence of local rate functions for each cycle. (This is also true of the more familiar cumulative record that could also be used.)

The psychophysical procedure that was used is known as a matching-to-sample. The task was to determine whether the observed data or the simulated data more closely resembled (matched) the sample. In this case, it is clear that the sample was more similar to the observed data than the simulated data. Thus, the classification on this cycle would be incorrect.

Of course, there was no need to rely upon human judgments of similarity. The objective index used was:

\[
\text{if } \text{median} |r - s| > \text{median} |m - s|, \quad I = 1 \\
\text{else} \quad I = 0
\]

where the logarithm (base 10) of the local response rate in responses per minute of the rat, model, and sample were \(r\), \(m\), and \(s\), respectively.

Since the sample was drawn from the model, a correct identification (\(I = 1\)) was when the model and the sample were more similar than the rat and the sample. The mean probability of a correct identification (and the standard error of the mean) is shown for the three fixed-interval conditions (30, 60, and 120 s) in the bottom panel of Fig. 6. There were 12 rats, and about 150 cycles for each rat at each of the three intervals.

The mean probability of a correct identification was 0.60, with a standard error of 0.07. This is reliably greater than 0.50 (\(t_{11} = 8.6, P < 0.001\)). The probability of correct identification increased as a function of interval (\(F_{2,22} = 4.9, P = 0.02\)). Although the mean probability of a correct identification of 0.60 demonstrates that Pack theory was substantially better than the worst possible theory in which correct classification would always occur (1.0), it is reliably worse than an ideal theory in which correct classification would occur at chance (0.5).

The essential features of the index used for classification (Eq. (8)) are: (a) the similarity measures are based on data which contain all information necessary to recreate the times of each response; (b) an objective similarity measure is used. The logarithm of the local response rate on each cycle contains all the information required to reproduce the times of each response; other measures that are also sufficient to reproduce the times of each response include the cumulative number of responses on each cycle. The median absolute differences provide an objective measure of similarity; the sum of squared differences (least square criterion) provides an alternative measure. Thus, other indices may be used for classification of cycles.

The probability of a correct identification of each cycle, averaged over many cycles, provides a graded metric for the evaluation of a quantitative theory of timing. The value of the difference or ratio between two measures, such as the median absolute differences in Eq. (8), provides an alternative, and potentially more sensitive, graded metric.

A graded metric provides rapid feedback regarding the consequences of modifications of the theory. This can be used for the identification of critical features of the theory, and it can be used for parameter estimation.
The estimates of the parameters used in this article were based on informal searches of the parameter space based on summary statistics, such as those shown in Fig. 5. Standard iterative methods for fitting nonlinear equations may be used to improve the estimates of the parameters. The cycle-by-cycle data can be used, but to avoid overfitting, the same cycles should not be used for estimating parameters and evaluating the goodness of fit (Brown, 2000; Stone, 1974).

Of course, goodness of fit is not the only basis for evaluation of a quantitative model (Myung, 2000; Myung and Pitt, 2002; Pitt et al., 2002). Some authors find goodness of fit not to provide much support for a model (Roberts and Pashler, 2000), while others consider it to be a necessary but not sufficient criterion (Rodgers and Rowe, 2002). Probably most investigators would want a quantitative model that fit the data, but would also seek other criteria such as generality, simplicity, clarity, successful generation of new hypotheses that are subsequently verified, and facilitation of understanding (Myung and Pitt, 2002).

A Turing test provides a way to obtain input generality by the use of the same theory to account for the results of many different procedures; it also provides a way to obtain output generality by the use of the same theory to account for the results of many different summary measures of behavior.
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Appendix A

A.1. A notation for timing and conditioning procedures

This procedural notation, referred to as the Brown Notation System, provides an hierarchical structure in which the primary elements are times of events. These elements are combined into cycles, which are combined into treatments, sessions, phases, and experiments.

A.2. Elements

A.2.1. Stimulus

A stimulus is determined by the procedure, or by the procedure and the behavior of the animal. Capital letters are used for onset; lower case letters are used for termination; both are used for a stimulus pulse. For example,

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>On</th>
<th>Off</th>
<th>Pulse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Houselight</td>
<td>H</td>
<td>h</td>
<td>Hh</td>
</tr>
<tr>
<td>Noise</td>
<td>N</td>
<td>n</td>
<td>Na</td>
</tr>
<tr>
<td>Clicker</td>
<td>C</td>
<td>c</td>
<td>Cc</td>
</tr>
<tr>
<td>Left lever</td>
<td>V</td>
<td>v</td>
<td>Vs</td>
</tr>
<tr>
<td>Right lever</td>
<td>W</td>
<td>w</td>
<td>Ww</td>
</tr>
</tbody>
</table>
A.2.2. Response
A response is a measured behavior of the animal. For example,

<table>
<thead>
<tr>
<th>Response</th>
<th>On</th>
<th>Off</th>
<th>Pulse</th>
<th>Wingding3 font</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>←</td>
<td>←→</td>
<td>←→</td>
<td>g, f, and n</td>
</tr>
<tr>
<td>Left lever</td>
<td>↓</td>
<td>↑</td>
<td>↓→</td>
<td>l, h, and o</td>
</tr>
<tr>
<td>Right lever</td>
<td>↑</td>
<td>↑</td>
<td>↓→</td>
<td>K, J, and E</td>
</tr>
<tr>
<td>Lick</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>r, s, and t</td>
</tr>
</tbody>
</table>

Note that special characters are available in Wingding3 font. For example, a right-pointing arrow is produced by the lower-case g.

A.2.3. Reinforcer
A reinforcer is a stimulus with certain conventionally recognized special properties.

<table>
<thead>
<tr>
<th>Reinforcer</th>
<th>On</th>
<th>Off</th>
<th>Pulse</th>
<th>p, q, and pq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>▲</td>
<td>▼</td>
<td>▲</td>
<td>▼</td>
</tr>
<tr>
<td>Shock</td>
<td>△</td>
<td>▽</td>
<td>△</td>
<td>▽</td>
</tr>
</tbody>
</table>

A.2.4. Event
An event is the onset and/or termination of a stimulus, response, or reinforcer.

A.2.5. State
A state is the pattern of presence or absence of stimuli, responses, and reinforcers.

C₁ = /20 s ↓ ▲ ▼/

An example of a cycle of a fixed-interval schedule of reinforcement in which food is delivered following the first left lever response after a 20 s interval.

C₂ = /320 s N. 30 s ▲ ▼ /

An example of a cycle of a cycle consisting of a 120 s interval followed by the onset of noise. After 30 s, food is delivered and the noise is terminated. Note that a cycle may also be specified by several times and events, separated by a semicolon (;).

C₃ = /120 s N. 30 s (~60 s ▲ ▼)/

This differs from C₂ only by delivering food at random times (with a mean of 60 s) during the 30 s that the light is off. There may be 0, 1, or more than 1 delivery of food during this 30 s interval.

A.2.6. Procedural change
A procedural change is a change in the contingencies of reinforcement that are not accompanied by any external event (stimulus, response, or reinforcer).

<table>
<thead>
<tr>
<th>Procedural change</th>
<th>On</th>
<th>Off</th>
<th>Pulse</th>
<th>r, s, and t</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prime</td>
<td>△</td>
<td>▽</td>
<td>△</td>
<td>▽</td>
</tr>
</tbody>
</table>

A.2.7. Time
A time is a number and unit relative to the onset of a cycle.

20 s Example of fixed time of 20 s
2 m For 2 min
~20 s Example of random time (random sample from exponential distribution with a mean of 20 s).
α (1:1:20 s) Example of uniformly distributed time (random sample from uniform distribution with a minimum of 1 s, a maximum of 20 s at 1-s intervals.

A.3. Combinations of elements
A.3.1. Cycle
A cycle is composed of one or more states, with a specification of the times and events that occur within each state. A cycle is begun and ended with a backslash; a semicolon is used to separate different states within a cycle; times and events within parentheses are in effect when the state is in effect.

C₁ = /20 s ↓ ▲ ▼/

An example of a cycle of a fixed-interval schedule of reinforcement in which food is delivered following the first left lever response after a 20 s interval.

C₂ = /320 s N. 30 s ▲ ▼ /

An example of a cycle of a cycle consisting of a 120 s interval followed by the onset of noise. After 30 s, food is delivered and the noise is terminated. Note that a cycle may also be specified by several times and events, separated by a semicolon (;).

C₃ = /120 s N. 30 s (~60 s ▲ ▼)/

This differs from C₂ only by delivering food at random times (with a mean of 60 s) during the 30 s that the light is off. There may be 0, 1, or more than 1 delivery of food during this 30 s interval.
A.3.2. Treatment
A treatment is one or more cycles that may be repeated. Five types are:

Simple: $T = [C_1]$.
Sequential: $T = [C_1, C_2, \ldots, C_n]$.
Probabilistic: $T = ([p_1, C_1], [p_2, C_2], \ldots, [p_n, C_n])$.
Permutation: $T = \pi(C_1, \ldots, C_n)$.
Concurrent: $T = [C_1 \& C_2 \& \ldots \& C_n]$.

A.3.3. Session
A session is a specification of the treatment between the time the animal enters and leaves the box. It may be specified either in terms of time, number of cycles, or number of treatments or a criterion of performance.

A.3.4. Phase
A phase refers the series of sessions with the same treatment. It may be defined either in terms of the number of sessions or some criterion of performance.

A.3.5. Experiment
An experiment is a specification of the number of phases.

A.4. Examples of notation for timing and conditioning procedures

A.4.1. The present experiment

A.4.2. A temporal discrimination procedure
This was the procedure used for pretraining and training by Church and Deluty (1977)

A.4.3. Experiment
An experiment consist of 30 sessions
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