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A usual criticism of the theory of infinitely repeated games is that it does not pro-
vide sharp predictions since there may be a multiplicity of equilibria.1 For example, 
in infinitely repeated prisoner’s dilemma games with patient agents, both cooperate 
and defect may be played in equilibrium.

Even though the theory of infinitely repeated games has been used to explain 
cooperation in a variety of environments, no definitive solution has been provided 
to the problem of equilibrium selection: when both cooperation and defection are 
possible equilibrium outcomes, which one should we expect to prevail? Previous 
experimental evidence has shown that subjects often fail to coordinate on a spe-
cific equilibrium when they play a small number of infinitely repeated games: some 
subjects attempt to establish cooperative agreements, while others defect. But how 
would behavior evolve as subjects learn from previous repeated games? Would 
cooperation prevail when it can be supported in equilibrium? Or will subjects learn 
that defection is the best individual action?

We present experimental evidence on the evolution of cooperation in infinitely 
repeated games. For a given continuation probability and payoffs, each subject par-
ticipated in between 23 and 77 infinitely repeated games. This allows us to study 
how cooperation evolves as subjects gain experience. First, we find that in treat-
ments in which cooperation cannot be supported in equilibrium, the level of coop-
eration decreases with experience and converges to low levels, as has previously 
been observed in one-shot prisoner’s dilemma games (Yoella Bereby Meyer and 
Alvin E. Roth 2006). This result indicates that being a possible equilibrium action is 
a necessary condition for cooperation to arise with experience.

1 Drew Fudenberg and Eric Maskin (1993), for example, state that “The theory of repeated games has been 
somewhat disappointing. … the theory does not make sharp predictions.”
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Second, we find that in treatments in which cooperation can be supported in equi-
librium, the level of cooperation does not necessarily increase and may remain at 
low levels even after significant experience is obtained. When cooperation can be 
supported in equilibrium, subjects may fail to make the most of it. Together, this evi-
dence suggests that while being an equilibrium action may be a necessary condition 
for cooperation to arise with experience, it is not sufficient.

Third, we study whether cooperation rises with experience when it is both an 
equilibrium action and a risk dominant action (as defined later). If we consider 
together all sessions for which cooperation is risk dominant, we find that coopera-
tion increases on average as subjects gain experience. However, in several of these 
sessions cooperation decreases with experience and ends far from full cooperation. 
Risk dominance has been used as a selection criterion in the study of coordination 
games. While the experimental evidence on one-shot coordination games suggests 
that actions that are both Pareto efficient and risk dominant are usually selected, 
our evidence suggests that those conditions are not sufficient in infinitely repeated 
games. However, in some treatments (where the payoff from cooperation and the 
probability of future interactions are high enough) subjects coordinate and reach 
a high level of cooperation. In infinitely repeated games, for cooperation to rise to 
high levels requires more than just being an equilibrium and risk dominant action.

These results show how difficult it is for experienced subjects to sustain high 
levels of cooperation. They cast doubt on the common assumption that agents will 
make the most of the opportunity to cooperate whenever it is possible to do so in 
equilibrium.

While there is a previous experimental literature in infinitely repeated games, this 
literature has not focused on the evolution of cooperation and on what happens after 
subjects have gained significant experience. Early experiments on infinitely repeated 
games had shown that cooperation is greater when it can be supported in equilibrium 
but that subjects fail to make the most of the opportunity to cooperate (see Roth and 
J. Keith Murnighan 1978; Murnighan and Roth 1983; Charles A. Holt 1985; Robert 
M. Feinberg and Thomas A. Husted 1993; Thomas R. Palfrey and Howard Rosenthal 
1994).2 In fact the impact of repetition on rates of cooperation was rather modest, 
leading Roth to conclude that the results are equivocal (Roth 1995). However, more 
recent experiments (Dal Bó 2005; Masaki Aoyagi and Fréchette 2009; and John 
Duffy and Jack Ochs 2009) yield much more positive results in terms of the abil-
ity of subjects to support cooperation in infinitely repeated games. Dal Bó (2005) 
compares infinitely repeated and finitely repeated prisoner’s dilemma games of the 
same expected length and finds that cooperation is larger in the former as theory 
predicts. Aoyagi and Fréchette (2009) show that in infinitely repeated prisoner’s 
dilemma games with imperfect public monitoring, the level of cooperation increases 
with the quality of the public signal. Duffy and Ochs (2009) compare the levels of 
cooperation in random matching and fixed matching infinitely repeated games with 
high continuation probability. They find that cooperation increases as subjects gain 

2 All of these papers used games with a randomly determined length. That is, after each play of the stage game, 
there would be one more play of the stage game with a fixed probability, or that game ends. That probability is 
known to all participants. This method for inducing infinitely repeated games in the laboratory was introduced by 
Roth and Murnighan (1978), and such games are sometimes referred to as indefinitely repeated games or randomly 
terminated games.
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more experience under fixed matching but not under random matching. In a recent 
paper, Matthias Blonski, Peter Ockenfels, and Giancarlo Spagnolo (2007) show that 
changes in the “sucker payoff” (the payoff from cooperating when the other defects) 
affect the level of cooperation. As this payoff does not enter the equilibrium condi-
tions for mutual cooperation, their results show these conditions are not enough to 
understand the determinants of cooperation. In this direction, they provide evidence 
in favor of risk dominance as an alternative condition.3 Our experimental design 
differs from the previous literature in that, for several combinations of continuation 
probabilities and payoffs to cooperation, we allow subjects to participate in a large 
number of repeated games. In this way we can study how cooperation evolves under 
different treatments as subjects gain experience.

There have been theoretical attempts to reduce the multiplicity of equilibria in 
infinitely repeated games. Robert Axelrod and William D. Hamilton (1981); Robert 
Boyd and Jeffrey P. Lorberbaum (1987); Boyd (1989); Yong-Gwan Kim (1994); and 
Jonathan Bendor and Piotr Swistak (1997) apply the concept of evolutionary stable 
strategies (ESS) by John M. Smith (1982) to infinitely repeated games with varied 
results regarding the selection of equilibria. There is also a literature that appeals 
to bounded rationality. Ariel Rubinstein (1986) and Dilip Abreu and Rubinstein 
(1988) look at the set of equilibrium payoffs in repeated games played by infinitely 
patient finite automata with lexicographic costs of complexity and find that whether 
efficiency can be achieved depends on the particular equilibrium concept. Kenneth 
G. Binmore and Larry Samuelson (1992), David J. Cooper (1996), and Oscar Volij 
(2002) apply evolutionary refinements to infinitely repeated games played by finite 
automata and find that the set of possible payoffs depends crucially on the defini-
tion of ESS and the way costs of complexity are modeled (also see Fudenberg and 
Maskin 1990, 1993). In contrast, Volij (2002) shows that always defecting is the 
unique stochastically stable strategy (Michihiro Kandori, George J. Mailath, and 
Rafael Rob 1993; Peyton H. Young 1993) in games with finite automata. Philip 
Johnson, David K. Levine, and Wolfgang Pesendorfer (2001) study stochastically 
stable strategies in a random matching gift-giving repeated game with local infor-
mation systems. They find that cooperation (gift-giving) is stochastically stable only 
if the payoff from cooperation is above a critical value that exceeds what is required 
by subgame perfection (see also Levine and Pesendorfer 2007). Finally, Blonski and 
Spagnolo (2001) appeal to the concept of risk dominance as an equilibrium selec-
tion criterion in infinitely repeated games.

This variety of theoretical results underscores the need for empirical data to solve 
the issue of multiplicity of equilibria in infinitely repeated games. The experimental 
results we present can inform theories. Theories in which subjects always coordi-
nate on defection, even when they are infinitely patient, and theories in which they 
will always coordinate on cooperation are not supported by the data. However, we 
find empirical support for theories predicting cooperation under sufficiently favor-
able conditions.

3 For other papers on infinitely repeated games see Richard D. McKelvey and Palfrey (1995); Jim Engle-
Warnick, William J. McCausland, and John H. Miller (2004); Engle-Warnick and Robert L. Slonim (2004, 2006a 
and b); Hans-Theo Normann and Brian Wallace (2006); Gabriele Camera and Marco Casari (2009); Dale O. Stahl 
(2007); Anna Dreber et al. (2008); and Timothy Cason and Vai-Lam Mui (2008).
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I.  Experimental Design

We induce infinitely repeated game in the lab by having a random continuation 
rule: after each round the computer decided whether to finish the repeated game or 
have an additional round depending on a random number. We consider two prob-
abilities of continuation: δ = 1/2 and δ = 3/4. The stage game is the simple prisoner’s 
dilemma game in Table 1 where the payoffs are denoted in points (one point equals 
$0.006) and where the payoff to cooperation takes one of three possible values: 
R = 32, 40, and 48.

Therefore we have two main treatment variables, the probability of continuation 
and the payoff from cooperation, resulting in a total of six treatments. In each ses-
sion, a set of subjects participated anonymously through computers in a sequence of 
infinitely repeated prisoner’s dilemma games. Subjects were randomly rematched 
with another subject after the end of each repeated game.4 In each session subjects 
participate in as many repeated games as was possible such that the first repeated 
game to end after 50 minutes of play marks the end of the session. The probability 
of continuation and the payoff matrix was the same for all repeated games in a ses-
sion; that is, there was one treatment per session. We conducted three sessions per 
treatment. The instructions for one of the sessions are in the Appendix.

The treatments and results are organized around three questions that derive from 
the theoretical background described next.

II.  Theoretical Background

If we assume that the payoffs in Table 1 are the actual total payoffs the subjects 
obtain from the stage game and that this is common knowledge, the set of subgame-
perfect equilibria can be calculated as in Stahl (1991). Table 2 indicates those treat-
ments under which cooperation can be supported as a subgame-perfect equilibrium 
action.5

Under δ = 1/2 and R = 32, defection is the only possible equilibrium action, and 
we expect that as subjects gain experience, the levels of cooperation will decrease to 

4 Random matching allows for a larger number of repeated games in a session than alternative matching pro-
tocols like turnpike protocols. While the probability of a pair of subjects interacting together in more than one 
repeated game is high, this is not likely to be a problem for several reasons. First, our results in Section III suggest 
that the matching protocol does not introduce additional repeated games effects—for example, cooperation reaches 
one-shot levels when it cannot be supported in equilibrium. Second, Dal Bó (2005) uses a turnpike protocol with 
results consistent with other studies that have used random matching protocols. Third, with sessions with a similar 
number of subjects Duffy and Ochs (2009) find that random matching is not enough to develop cooperative strate-
gies across matches.

5 More precisely, the critical value of δ over which cooperation can be supported in equilibrium is 0.72 under 
R = 32, 0.4 under R = 40, and 0.08 under R = 48. While this categorization of treatments is done assuming risk 
neutrality of the subjects, the results of the paper are robust to considering risk aversion levels of the magnitude 
typically observed in experiments.

Table 1—Stage Game Payoffs

C D

C R, R 12, 50

D 50, 12 25, 25
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one-shot levels. However past experimental evidence indicates that there are games 
in which observed behavior does not converge to the unique equilibrium under mon-
etary payoffs, leading to the following question.6

QuESTION 1: Do subjects learn to defect when it is the only equilibrium action?
In the remaining five treatments cooperation can be supported in equilibrium.7 

However, there is a multiplicity of equilibria under these treatments; defection 
remains a possible equilibrium action. We study next the issue of equilibrium selec-
tion in these treatments. On the one hand, we may expect subjects to learn to coor-
dinate on cooperative equilibria as these equilibria are Pareto efficient. In this case 
we might expect cooperation to increase with experience and reach levels close 
to 100 percent. On the other hand, it may not be realistic to assume that subjects 
will always learn to coordinate on the Pareto efficient equilibrium. As shown in the 
literature on coordination games, subjects may fail to coordinate on the Pareto effi-
cient equilibrium when the costs from not coordinating are too high for the subject 
playing the Pareto efficient action (see Cooper et al. 1990; and John B. Van Huyck, 
Raymond C. Battalio, and Richard O. Beil 1990).8 This leads us to the following 
question.

QuESTION 2: Do subjects learn to cooperate when it is an equilibrium action?
Finally, we apply the concept of risk dominance as an equilibrium selection cri-

terion. Risk dominance was introduced by John C. Harsanyi and Reinhard Selten 
(1988) and concerns the pairwise comparison between Nash equilibria. In 2×2 
symmetric coordination games an equilibrium is risk dominant if its equilibrium 
strategy is a best response to a mixture that assigns probability of one-half to each 
strategy by the other player. The focus on risk dominance is inspired by the fact 
that in one-shot games it has shown to be a good predictor of behavior (Van Huyck, 
Battalio, and Beil 1990; Cooper et al. 1992).

6 See, for example, the literature on centipede games and the literature on zero-sum games (McKelvey and 
Palfrey 1992, and James N. Brown and Robert W. Rosenthal 1990).

7 In fact, it can be shown following Stahl (1991) that for all the treatments but δ = 1/2 and R = 32, the whole 
set of feasible and individually rational payoffs can be supported in equilibrium. In addition, mutual cooperation 
can be supported in these five treatments with continuation payoffs in the efficient frontier of the set of feasible 
and individually rational payoffs. Therefore, mutual cooperation is renegotiation proof under most renegotiation 
proofness concepts in the five treatment in which it can be supported in equilibrium (see B. Douglas Bernheim and 
Debraj Ray 1989; and Joseph Farrell and Maskin 1989; also see David G. Pearce 1992, and references therein, for 
a review of the different renegotiation proofness concepts).

8 This is not to say that subjects never coordinate on the efficient outcome, but rather that they sometimes do not. 
Gary Charness, Fréchette, and Cheng-Zhong Qin (2007) provide an example where subjects often do coordinate on 
the efficient outcome in a two-stage game (prisoner’s dilemma with transfers). Charness (2000) finds that subjects 
select the efficient outcome in stag hunt games when one-way preplay communication is allowed.

Table 2—Cooperation as Equilibrium (SGPE) and Risk Dominant (RD) Action

R = 32 R = 40 R = 48

δ = 1/2 Neither SGPE nor RD SGPE SGPE and RD

δ = 3/4 SGPE SGPE and RD SGPE and RD
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While risk dominance is easy to define and use in 2×2 games, it presents compli-
cations in general simultaneous-moves games. Its application to infinitely repeated 
games also faces the problem that two or more strategies can be identical to each 
other on the path of the game, making it impossible to rank them. Given the difficul-
ties of applying the concept of risk dominance to the whole set of possible strategies 
in infinitely repeated games, we follow Blonksi and Spagnolo (2001) in focusing 
on a simplified version of the game consisting of only two strategies: the “grim” 
strategy (G) and the “always defect” strategy (AD).9 As they did, we say that coop-
eration is risk dominant if playing G is the best response to the other player’s choos-
ing G or AD with equal probabilities.10 Table 2 shows the treatments under which 
cooperation is risk dominant.11 If subjects learn to cooperate when cooperation is 
an efficient equilibrium action and is also risk dominant (as defined above), we 
should observe that cooperation increases with experience and reaches levels close 
to 100 percent under the following three treatments: δ = 1/2 and R = 48, δ = 3/4 and 
R = 40, and δ = 3/4 and R = 48. This reasoning leads us to the following question.

QuESTION 3: Do subjects learn to cooperate when it is risk dominant?

III.  Main Experimental Results

The 18 experimental sessions were conducted between July 2005 and March 
2006. A total of 266 New York University undergraduates participated in the experi-
ment, with an average of 14.78 subjects per session, a maximum of 20 and a mini-
mum of 12. The subjects earned an average of $25.95, with a maximum of $42.93 
and a minimum of $16.29. In the treatments with δ = 1/2 and δ = 3/4 the average 
number of rounds per match was 1.96 and 4.42 respectively, and the maximum was 
nine and 23 respectively.

A. General Description of Behavior

Before answering the three questions raised in the previous section we provide a 
general description of the observed behavior. The top panel in Table 3 shows coop-
eration rates by treatment for the first repeated game, on the left for the first round 

9 The grim strategy is the strategy that starts by cooperating and continues to do so as long as the other player 
cooperates, but defects forever following a defection by the other player. Note that Blonksi and Spagnolo (2001) 
show that the G risk dominates AD on a pairwise comparison if there is any cooperative strategy that dominates 
AD on a pairwise comparison. In other words, G is the “less risky” of the cooperative strategies when matched with 
someone playing AD.

10 Roger B. Myerson (1991), section 7.11, also focuses on a pairwise comparison of a cooperative strategy, in 
his case tit-for-tat (TFT), against AD. He shows that the set of mixed strategies for which AD is a best response 
vanishes as players become arbitrarily patient, suggesting that evolution will lead to cooperation with very patient 
players.

11 More precisely, the critical value of δ over which cooperation is risk dominant is 0.82 under R = 32, 0.61 
under R = 40, and 0.39 under R = 48. These critical values can be obtained using the formula for δ  * in Blonski 
and Spagnolo (2001) and Blonski, Ockenfels, and Spagnolo (2007). Note that in the definition we could change the 
strategy G for any other cooperative strategy that behaves like G when facing AD, for example, tit-for-tat (TFT), 
and this would not affect the classification of treatments based on risk dominance.
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and on the right for all rounds.12 Looking separately at first rounds is important since 
different repeated games may result in a different number of rounds, and the per-
centage of cooperation may vary across rounds. Cooperation tends to be higher in 
treatments under which cooperation can be supported as an equilibrium action than 
when it cannot be supported, but this difference is significant only for first rounds 
( p-values of 0.023 and 0.151 for first rounds and all rounds respectively). Moreover, 
it is not the case that an increase in the probability of continuation always results in 
an increase in cooperation (for instance, compare the two treatments with R = 40) 
and increases in the payoff from cooperation do not always have a significant effect 
on cooperation.

The bottom panel of Table 3 shows cooperation rates for all repeated games. Here, 
in contrast with the first repeated game, increases in the probability of continuation 
and the payoff of cooperation result in increases in cooperation (the differences are 
all significant at the 10 percent level with one exception). Moreover, cooperation is 
significantly greater in treatments under which cooperation can be supported as an 
equilibrium action than when it cannot be supported ( p-values < 0.001 for both first 
rounds and all rounds).

These differences between the first and all matches in the comparison of behav-
ior across treatments suggest that experience affects how subjects play in repeated 
games. The next sections focus on how subjects modify their behavior as they gain 
experience.

12 Throughout the paper (unless specified otherwise) statistical significance is assessed using probit regressions 
with an indicator variable for one of the two relevant categories. Standard errors are clustered at the level of the 
session.

Table 3—Percentage of Cooperation by Treatment

First repeated game

First round All rounds

δ \ R 32 40 48 δ \ R 32 40 48

1/2 34.09 <* 54.00 < 56.52 1/2 28.33 <* 39.80 < 41.38

= v   ^ v*** v* ^

3/4 34.09 < 36.84 <* 56.82 3/4 21.76 < 26.36 <*** 56.10

All repeated games

First round All rounds

δ \ R 32 40 48 δ \ R 32 40 48

1/2 9.81 <** 18.72 <*** 38.97 1/2 9.82 <* 17.98 <*** 35.29

^*** ^*** ^***   ^** ^*** ^***

3/4 25.61 <** 61.10 <* 85.07 3/4 20.25 <*** 58.71 < 76.42

Notes: See footnote 12 for details about procedures.
*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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B. Do Subjects learn to Defect when It Is the Only Equilibrium Action?

To answer this question we study the evolution of cooperation under δ = 1/2 and 
R = 32, the treatment in which cooperation cannot be supported in equilibrium. The 
first column of Table 4 shows the percentage of subjects that choose to cooperate 
in the first round of each repeated game in this treatment, with the repeated games 
aggregated according to the interaction in which they started.13 To compare inexperi-
enced versus experienced play we compare behavior in the first ten interactions with 
those in interactions 111 to 120.14

Cooperation in the treatment where it is not an equilibrium was 29 percent in the 
first round of the repeated games that begin within the first 10 interactions, dropping 
to 5.5 percent in the repeated games that begin within interactions 111 to 120 (this 
difference is significant with p-value < 0.001). For any repeated game that starts 
after 50 interactions cooperation is always below 10 percent. These levels are simi-
lar to the levels observed in one-shot prisoner’s dilemmas (e.g., Cooper et al 1996; 
Dal Bó 2005; and Bereby-Meyer and Roth 2006). The evolution of cooperation is 
similar if we aggregate the data from all rounds (fifth column in Table 4).

From the aggregated data in this treatment it is clear that subjects learn to defect 
and cooperation reaches negligible levels when cooperation cannot be supported in 
equilibrium. We reach a similar conclusion when we study the evolution of coop-
eration in each session under this treatment. Figure 1 displays the proportion of 
cooperation in the first round of each repeated game by session and treatment. The 
first graph in Figure 1 displays the evolution of cooperation for the three sessions 

13 We use the word interaction to number each decision stage regardless of the repeated game. For example, if 
the first repeated game lasted for five rounds, the first round of the second repeated game is the sixth interaction. We 
use the word round to number decision stages inside a repeated game.

14 We do have data on repeated games that started even later, but because there are slight variations in total 
number of interactions and length of particular repeated games across sessions, the sample size is stable only up to 
interactions 111–120. The results do not hinge on focusing on these interactions.

Table 4—Percentage of Cooperation by Equilibrium Condition and Risk Dominance

Repeated
game
begins in
interaction

First rounds All rounds
Cooperation is Cooperation is

Not
SGPE

SGPE Not
SGPE

SGPE

All Not RD RD All Not RD RD

1–10 28.57 39.11 31.43 46.53 21.00 34.42 23.56 42.11
11–20 13.04 28.54 20.60 36.26 12.91 27.19 18.10 35.09
21–30 12.23 31.01 14.86 44.34 11.97 33.61 13.48 45.36
31–40 10.61 36.04 14.01 51.83 10.51 38.64 14.63 52.72
41–50 10.20 34.88 14.21 53.99 7.85 34.98 13.81 53.09
51–60 9.75 41.47 18.51 57.47 6.54 39.85 16.32 61.30
61–70 7.14 37.89 17.54 48.98 8.09 40.02 19.21 54.44
71–80 5.65 36.86 20.32 50.00 4.48 39.73 19.10 55.99
81–90 4.72 38.60 20.57 58.42 6.20 44.39 20.75 60.89
91–100 6.11 40.91 22.01 54.88 7.91 47.11 19.28 66.45
101–110 6.64 45.38 17.93 67.62 11.99 46.12 19.50 66.92
111–120 5.50 49.77 22.46 70.61 6.45 55.88 22.60 73.86
121–130 5.77 45.95 21.03 62.05 11.11 43.31 21.99 59.60
131–140 8.33 47.43 30.70 59.49 9.17 42.99 26.23 61.40
141–   46.32 23.86 65.69   47.83 16.57 76.82
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with δ = 1/2 and R = 32. It is clear from this graph that cooperation decreases with 
experience in all three sessions.

C. Do Subjects learn to Cooperate when It Is an Equilibrium Action?

The second column in Table 4 shows the percentage of subjects that choose to 
cooperate in the first round of the repeated games under which cooperation can be 
supported in subgame-perfect equilibrium. Initially, cooperation was 39 percent, 
but in repeated games between 111 and 120 interactions cooperation increased to 
50 percent ( p-value of the difference is 0.11). In the sixth column in Table 4 we 
observe a similar evolution of cooperation from all the rounds in the repeated games 
( p-value = 0.004). In addition, cooperation rates differ significantly depending on 
whether cooperation can be supported in equilibrium for the first ten interactions 
( p-value = 0.083 for round 1 only and 0.028 for all rounds) and even more so for 
the repeated games that start between 111–120 interactions ( p-value < 0.001) for 
both first round and all rounds.

These results support the idea that subjects improve their ability to support coop-
eration as they gain experience, but only slightly. That they are still very far from 
coordinating on the efficient outcome is evident by the low levels of cooperation in 
sessions where cooperation can be supported in equilibrium. Note that in Figure 1, 
for sessions where cooperation can be supported in equilibrium, cooperation is 
lower in the last repeated game than in the first repeated game in eight of these 
sessions and it is higher in seven. While there is large variation in the evolution of 
cooperation across these treatments, it is clear that cooperation being a possible 
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Figure 1. Evolution of Cooperation by Treatment and Session (first rounds)

Notes: Solid, dashed, and dash-dotted lines denote cooperation rates in sessions 1, 2, and 3 respectively of each 
treatment. The horizontal dotted lines denote the limit of the basis of attraction of Always Defect versus Grim.
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equilibrium outcome does not necessarily lead to increasing levels of cooperation as 
subjects gain experience.

D. Do Subjects learn to Cooperate when It Is Risk Dominant?

In this section we examine whether subgame perfection combined with risk domi-
nance is sufficient for subjects to learn to make the most of the opportunities for 
cooperation. The third and fifth columns in Table 4 show the percentage of subjects 
that choose to cooperate in the first round and all rounds of the repeated games for 
treatments under which cooperation is an equilibrium separated by whether coop-
eration is risk dominant or not. Cooperation decreases with experience when it is 
not risk dominant but increases with experience when it is risk dominant. While in 
the first rounds of the early repeated games in the risk-dominant treatments coop-
eration was 46.5 percent, in later repeated games it reached 70.6 percent ( p-value 
of the difference = 0.016). We observe a similar evolution for all rounds ( p-value
= 0.001). The difference in cooperation rates across the risk-dominant and non–
risk dominant case is statistically significant both at the beginning and for the 
repeated games that start between 111–120 interactions for both first and all 
rounds ( p-values < 0.05). Nonetheless, the cooperation rate when cooperation 
is risk dominant is still far away from full cooperation even when subjects have 
gained great experience.

We reach an even more nuanced conclusion if we study these treatments at the 
session level. The graphs in Figure 1 for δ = 1/2 and R = 48, δ = 3/4 and R = 40, and 
δ = 3/4 and R = 48 display the evolution of cooperation for the sessions in which 
cooperation can be supported and is risk dominant. Cooperation is lower in the 
last repeated game than in the first repeated game in three sessions and higher in 
six. While there is large variation in the evolution of cooperation, it is clear that 
 cooperation being risk dominant does not necessarily lead to increasing levels of 
cooperation as subjects gain experience. However, all sessions in the treatment with 
δ = 3/4 and R = 48 reach high levels of cooperation. This suggests that if both the 
probability of continuation and the payoff to cooperation are high enough, it is pos-
sible for subjects to make the most of the opportunity to cooperate.

IV.  Discussion

Our results have a number of interesting implications. First, when playing repeated 
games, the amount of experience is a critical determinant of outcomes. With experi-
ence, subjects reach very low levels of cooperation when it cannot be supported in 
equilibrium, while they may reach very high levels of cooperation when it can be 
supported in equilibrium. Moreover, the impact on behavior of increasing the con-
tinuation probability or the payoff from cooperation is important in both magnitude 
and statistical significance for experienced subjects, but not for inexperienced ones.

Second, in contrast to the results from one-shot coordination game experiments, 
in infinitely repeated games subjects might not select an equilibrium that is both 
payoff dominant and risk dominant. In three of our six treatments, cooperation can 
be supported as part of a payoff dominant and risk dominant equilibrium, yet it does 
not always emerge as the selected option.
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Overall, this evidence suggests that while being an equilibrium action may be 
a necessary condition for cooperation to arise with experience, it is not sufficient. 
Moreover, being risk dominant is not sufficient either. However, subjects do reach 
high levels of cooperation under very favorable conditions. If subgame perfection 
and risk dominance do not fully account for the determinants of end of session 
behavior, then what other factors matter?

We start by considering here the role of the fundamental parameters of the game 
in explaining the evolution of cooperation. In the environments considered here, if 
a subject is contemplating whether to play a defecting strategy (like AD) or a coop-
erative strategy (like TFT or G), that subject needs to determine which of these two 
strategies is the most profitable in expectation based on the parameters of the game 
and his beliefs about the probability that his partner will play AD or the cooperative 
strategy. In Figure 1 the horizontal dotted line represents the belief of the coop-
erative strategy that would leave the subject indifferent between the two strategies 
for each treatment.15 If the belief that the other subject will choose the cooperative 
strategy falls below the dotted line, the subject will maximize his expected payoff 
by playing AD, and choosing the cooperative strategy will maximize the expected 
payoff otherwise. Therefore, it can be expected that the larger the basin of attraction 
of AD (the larger the set of beliefs that make AD optimal) the less likely a subject 
will choose to cooperate.16

To assess whether the size of the basin of attraction of AD can explain subjects’ 
behavior as they gain experience, we regress subjects’ behavior in the first round of 
the last repeated game on the size of the basin of attraction of AD (see Table 5). We 
include the size of the basin of attraction and its square and find that the size of the 
basin of attraction of AD is negatively correlated with the likelihood of cooperation 
and that its impact diminishes as the basin becomes larger. We also include the dif-
ference between the realized and expected length of the previous repeated game. We 
do this because the realized length of previous repeated games may affect behavior 
(Engle-Warnick and Slonim 2006a). We find that this variable is highly significant.17

We conclude from this that the fundamentals of the game significantly affect the 
evolution of cooperation: games with a large basin of attraction toward cooperation 
are more likely to generate cooperation than those with a large basin of attraction 
toward defection. In addition, the significant impact of the realized length of the 
repeated games on behavior suggests that the subjects’ own experience in the ses-
sion is also a key factor.

15 G is never a best response for δ = 1/2 and R = 32. For the other treatments it is 0.72, and 0.38 for δ equal to 0.5 
in increasing order of R and 0.81, 0.27, and 0.16 for δ equal to 0.75 again in the order of increasing R.

16 For a related argument see Myerson (1991) section 7.11. Also note that it is not the case that the size of the 
basins of attraction simply captures how easy or difficult it is to support cooperation in equilibrium in a specific 
game. For instance, if we consider the difference between the probability of continuation and the minimum prob-
ability required to support cooperation we find that this difference does not necessarily order the treatments as the 
size of the basin of attraction does. For example AD has a larger basin of attraction in the treatment with δ = 1/2 and 
R = 48 than in the treatment with δ = 3/4 and R = 40, but the difference between the probability of continuation and 
the minimum required for cooperation is greater in the former.

17 Adding indicator variables to control for whether cooperation can be supported in equilibrium and whether 
it is risk dominant does not affect that statistical significance (or sign) of the regressors in Table 5, and neither of 
these regressors is statistically significant. Note that cooperation is risk dominant whenever the basin of attraction 
of AD is less than 1/2.
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To further explore the role of previous experience on behavior, we study how 
cooperation is affected by the behavior of partners and the number of rounds in the 
previous repeated game. Table 6 presents results from probit estimations in which 
all matches but the first are considered (the coefficient estimates are available in 
the online Appendix). In all treatments, a subject who was matched with someone 
who played cooperate in the first round is more likely to start by cooperating in the 
following match than someone who was matched with a player who first defected. 
That behavior, although it could be the result of a host of psychological phenomena, 
is certainly consistent with updating behavior. That is, if subjects have an estimate 
of the fraction of the population playing a strategy that starts by cooperating they 
update their estimate upward after observing a sample consistent with that strategy.

Subjects are more likely to start by cooperating following a long match than after 
a short match. This can be seen by the positive and statistically significant coef-
ficient estimate for the length of the previous repeated games consistently with the 
findings by Engle-Warnick and Slonim (2006a) for trust games. This suggests that 
subjects, while correct on average (see Dal Bó 2005), may have some uncertainty 
about the expected length of the game, and they update their estimate based on what 
they observe.

Table 5—Cooperation in the First Round of the Last Repeated Game

Probit Marginal effects§

Size of basin of AD −7.276*** [2.432] −2.880*** [0.979]
Size of basin square 3.153 [2.061] 1.248 [0.820]
Extra length of repeated games 0.942*** [0.213] 0.373*** [0.088]
Constant 2.553*** [0.628]

Observations 266

Notes: Clustered standard errors in brackets.
*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
§ Marginal effects taken at the mean value in the sample.

Table 6—Effect of Past Observations on Round 1 Cooperation ( probit – marginal effects)

δ = 1/2 δ = 3/4

R = 32 R = 40 R = 48 R = 32 R = 40 R = 48

Partner cooperated in 0.069** 0.076*** 0.134*** 0.086** 0.338*** 0.154*
 round 1 of previous match [0.033] [0.019] [0.036] [0.043] [0.080] [0.091]
Number of rounds 0.002 0.013*** 0.021*** 0.002*** 0.018*** 0.000
 in previous match [0.001] [0.001] [0.006] [0.000] [0.005] [0.004]
Subject cooperated in 0.190*** 0.119*** 0.336*** 0.055 0.387*** −0.009
 round 1 of match 1 [0.064] [0.026] [0.048] [0.088] [0.148] [0.045]

Observations 2,840 3,534 3,300 1,268 1,304 1,376

Notes: Clustered standard errors in brackets. Marginal effects taken at the mean or discrete change from 0 to 1 for 
dummy variables.

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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Taken together, these last three observations (the correlation between cooperation 
and (1) the size of the basin of attraction, (2) the partner’s cooperation in the previ-
ous repeated game, and (3) the length of the previous repeated game) suggest that 
subjects’ behavior is influenced by their estimate of the value of “investing” in coop-
eration. The longer the potential interaction is, the more valuable it is. The larger the 
basin of attraction of cooperation and the more subjects seem to be cooperating, the 
higher the expected value of starting with cooperation. This also suggests that even 
in a given environment, details of the history may matter.18 

Points 1 and 2 above suggest that a learning model might well describe some 
aspects of the behavior we observe in this experiment. But before describing the 
learning model, we will first study the strategies used by the subjects, which will 
allow us to simplify the learning. Given that there are an infinite number of strate-
gies but the data are necessarily finite, it is impossible in principle to identify the 
strategies used by the subjects. We circumvent this problem by restricting our atten-
tion to a small set of ex ante relevant candidates due to their importance in the theo-
retical literature: Always Defect (AD), Always Cooperate (AC), Grim (G), Tit for 
Tat (TFT), Win Stay Loose Shift (WSLS) and a trigger strategy with two periods 
of punishment (T2).19 The importance of each strategy is estimated by maximum 
likelihood, assuming that subjects have a given probability of choosing one of the 
six strategies and that they do not change strategies from repeated game to repeated 
game. We focus on repeated games that started after 110 interactions, that is, once 
behavior is more likely to have stabilized. We assume subjects may make mistakes 
and choose an action that is not recommended by the strategy. A detailed descrip-
tion of the estimation procedure is in the online Appendix. The estimates of the 
proportions for each strategy are presented in Table 7 (with the coefficient for T2 
being implied by the fact that the proportions must sum to one and gamma captures 
the amount of noise—as gamma goes to infinity response becomes purely random).

Table 7 reveals some interesting patterns. First, as expected, cooperative strategies 
describe the data better in treatments where more cooperative behavior is observed. 
Second, the cooperative strategy that is most often identified is TFT. While G 
explains some of the data, its proportion is not statistically significant. Finally, only 
considering AD and TFT can account for 80 percent of all the data in matches that 
start after interaction 110. Moreover, for all treatments it cannot be rejected at the 
5 percent level that subjects use only AD or TFT. At the 10 percent level, this can 
be rejected under only two treatments (δ = 1/2 and R = 48 and δ = 3/4 and R = 40). 
Therefore, in what follows we focus on these two strategies.

18 As pointed out by a referee, multiple forms of learning can be simultaneously at play: 1) learning to under-
stand the infinitely repeated game, which is documented by the finding that subjects’ behavior is affected by the 
length of the games; 2) learning about the properties of the group, which is documented in the finding that the 
behavior of the partner in the previous match affects the subjects’ behavior; 3) learning about your own risk prefer-
ences, which we leave for future research—see Carlos Oyarzun and Rajiv Sarin (2007) for theoretical work on the 
topic; and 4) boundedly rational learning, which is explored in more detail later on in the paper where we estimate 
a belief based learning model.

19 WSLS is a strategy that starts cooperating and then conditions behavior only on the outcome of the previous 
round. If either both cooperated or neither cooperate, then WSLS cooperates; otherwise it defects. T2 starts cooper-
ating, and a defection by the other triggers two rounds of defection, after which the strategy goes back to coopera-
tion. These two strategies are cooperative strategies with punishments of limited length.
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We now study how well a learning model does in fitting the evolution of coopera-
tion in our experiments. Then, we use the estimates of this model to perform simu-
lations showing that the results of this paper would also hold in the very long run.

We simplify the set of possible strategies to only two strategies: AD and TFT. We 
model the way subjects update their beliefs about the probability of facing different 
strategies using a belief based learning model (see Fudenberg and Levine 1998). 
We assume that subjects start with beliefs about the probability their partner uses 
either AD or TFT, and they modify these beliefs based on their observation of their 
partners’ behavior. The updating is allowed to go from Cournot to fictitious play, as 
in Vincent Crawford (1995) and Yin W. Cheung and Daniel Friedman (1997).20 We 
abstract from the complexities of the repeated games by focusing on the choice in 
round 1: defect corresponds to AD and cooperate corresponds to TFT. Given beliefs, 
subjects are modeled as random utility maximizers given the expected return from 
each choice. We allow for the noise in decision making to decrease with experience. 
A detailed description of the learning model is in the online Appendix.

The estimates are obtained via maximum likelihood estimation for each subject 
separately.21 We have between 23 and 77 round 1 observations per subject. Subjects 
whose round 1 action is always the same are dropped from the estimation sample 
—this represents 19.55 percent of the data. Summary statistics of the estimates are 
presented in the online Appendix.

20 For other relevant models of learning see Roth and Ido Erev (1995) and Colin Camerer and Teck-Hua Ho 
(1999).

21 An alternative would be to pool the data. However, for the purpose of this paper and given the number of 
observations per subject, obtaining subject specific estimates seems reasonable. Fréchette (2009) discusses issues 
and solutions related to pooling data across subjects in estimating learning models and more specifically with 
respect to hypothesis testing.

Table 7—Estimation of Strategies Used

δ = 1/2 δ = 3/4

R = 32 R = 40 R = 48 R = 32 R = 40 R = 48

AD 0.920*** 0.783*** 0.533*** 0.648*** 0.109 0.000
(0.085) (0.074) (0.109) (0.119) (0.096) (0.000)

AC 0.000 0.078 0.072 0.000 0.296** 0.079
(0.000) (0.059) (0.046) (0.000) (0.123) (0.085)

G 0.000 0.040 0.000 0.000 0.267 0.116
(0.000) (0.040) (0.000) (0.024) (0.202) (0.195)

TFT 0.080 0.098 0.376*** 0.352*** 0.327* 0.561***
(0.085) (0.070) (0.112) (0.115) (0.186) (0.185)

WSLS 0.000 0.000 0.019 0.000 0.000 0.000
(0.000) (0.007) (0.026) (0.000) (0.000) (0.000)

T2 0.000 0.000 0.000 0.000 0.000 0.244

Gamma 0.362*** 0.541 0.428*** 0.447*** 0.435*** 0.287***
  (0.098) (1.077) (0.061) (0.053) (0.126) (0.061)

Notes: Bootstrapped standard errors in parentheses.
*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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Using these estimates we perform simulations to asses how well the learning 
model fits the data obtained in the experimental sessions. These simulations  consist 
of 1,000 sessions by treatment using the learning model previously estimated and 
adding the subjects who always played the same action and assuming that they 
would do so irrespective of the choices of the subjects they are paired with. The 
session size is taken to be 14 (which is the closest to the mean session size).22 The 
composition of each session is obtained by randomly drawing (with replacement) 
14 subjects (and their estimated parameters) from the pool of subjects who partici-
pated in the corresponding treatment. Figure 2 displays the average simulated evo-
lution of cooperation across repeated games by treatment (dashed line), in addition 
to the observed evolution (solid line).23 The dotted lines denote the upper and lower 
bounds to the interval that includes 90 percent of the 1,000 simulated sessions.

The simulations based on the estimated learning model track well the evolution 
of cooperation observed in the data. First, note that for every treatment in which 
cooperation is lower (greater) in the last repeated game than in the first repeated 
game the same is true for the simulations. Second, the experimental data are largely 
within the 90 percent interval generated by the simulations. Finally, for the range 

22 The results from the simulations are robust to varying the number of subjects per simulated session.
23 In Figure 2 the repeated game axis is displayed in log scale to facilitate the comparison between experimental 

and simulated data.
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Figure 2. Simulated Evolution of Cooperation Implied by the Learning Estimates

Note: Solid lines represent experimental data, dashed lines the average simulated data, and dotted lines the 90 per-
cent interval of simulated data.
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of repeated games for which we have experimental data from all three sessions, the 
average level of cooperation in the simulations, while obviously less noisy, is gener-
ally similar to the observed levels with differences of 5 percent on average.

Given that the learning model fits the data well, the simulations to a longer range 
of repeated games suggest how cooperation would evolve in the long run. The 
evolution of cooperation in the long run is consistent with what is observed in the 
experimental sessions (most of the convergence in behavior happens in the first 
100 repeated games). In the treatment in which cooperation cannot be supported in 
equilibrium, the simulated levels of cooperation converge to one-shot levels (less 
than 5 percent). In addition, the 90 percent interval includes full defection from very 
early repeated games and never includes full cooperation. In treatments in which 
cooperation can be supported in equilibrium, but it is not risk dominant, cooperation 
decreases with experience, converging to levels close to those observed in one-shot 
games. In this case as well, the 90 percent interval includes full defection from very 
early repeated games and excludes full cooperation. In fact no simulated session 
under these treatments achieved full cooperation in any repeated game.

In contrast, for the treatments in which cooperation can be supported in equilib-
rium and it is risk dominant, cooperation may reach much higher levels. For two of 
the treatments in this group, δ = 3/4 and R = 40 and δ = 3/4 and R = 48, cooperation 
does reach high levels after subjects have gained experience, and the 90 percent 
interval includes full cooperation after 30 repeated games. In the case of δ = 3/4 and 
R = 48 the mean level of cooperation is practically 100 percent. However, in the 
remaining treatment, δ = 1/2 and R = 48, cooperation remains around 40 percent, 
and the 90 percent interval sometimes includes full defection but never includes full 
cooperation. Thus, in treatments in which cooperation is risk dominant and with a 
large number of repeated games for subjects to gain experience, full cooperation 
may fail to arise.

V.  Conclusions

The series of experiments presented in this paper sheds light on how coopera-
tion evolves as subjects gain experience. The evidence presented suggests that as 
subjects gain experience they may reassess the gains of attempting to establish a 
cooperative relationship with a partner, and they may modify their behavior accord-
ingly. The subjects’ perception of these gains seems to depend both on the given 
fundamentals of the game affecting incentives (well summarized by the size of the 
basin of attraction of AD) and also on changing (and to some degree random) ele-
ments like the realized length of the previous repeated game and the behavior of 
their previous partner.

We find that cooperation may not prevail even when it is a possible equilibrium 
action. This provides a word of caution against the extended practice in applications 
of the theory of infinitely repeated games of assuming that subjects will cooperate 
whenever it is an equilibrium action.24 Moreover, cooperation may not prevail even 

24 See for example the discussion in Jean Tirole (1988 p.253), regarding equilibrium selection on tacit collusion 
models: “The multiplicity of equilibria is an embarrassment of riches. We must have a reasonable and system-
atic theory of how firms coordinate on a particular equilibrium if we want the theory to be predictive and allow 
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under more stringent conditions (risk dominance), indicating how difficult it is for 
cooperation to prevail in repeated games. However, cooperation does prevail under 
some treatments—namely, when the probability of continuation and the payoff from 
cooperation are high enough. This evidence contradicts equilibrium selection theo-
ries that select inefficient outcomes even when players are arbitrarily patient (e.g., 
Rubinstein 1986 and Volij 2002) and those selecting efficient outcomes whenever 
they are a possible equilibrium (e.g., Tirole 1988). We hope the evidence provided 
here will guide future theoretical attempts to study equilibrium selection in infinitely 
repeated games.
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