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: HW#4: C2MOS with embedded logic

——4[m —d[m

clk—<1|v| —] !CIk—#M ]
In— F

tetk —lm, T C ck—lu, TC.

—m, ——m

® Side inputs of embedded logic would also be coming from latches
® HW asks you to simulate for 0-0 and 1-1 clock skew insensitivity

e Remember you need to check both edges of the clock
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® This week’s lectures:

°* Memory design

e SRAM, DRAM, caches
® Next week’s lectures

e Arithmetic logic
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Homework #4, lectures, projects

e Finish up on memory design

® Due this FRIDAY, Nov. 11 by 5pm
¢ Covers C2MOS flip-flop design and dual-V

® Final project information will be handed out next week
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Dynamic power as a function of V

® Decreasing Vp decreases
dynamic energy
consumption (quadratically)

® But, increases gate delay
(decreases performance)
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#Determine critical path(s) and use high V, for gates on those
paths. Use lower Vp, on other gates fo save power w/o
increasing the critical path delay.
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HW#4: Dual-V, circuit design

® Clustered voltage-scaling

® When combining multiple supplies, level converters are
required when gate with lower V; drives gate at higher Vg,

e Each path starts with V5, and switches to V, (gray logic gates)
X when delay slack is available
* If gate at Vy,, drives a gate at Vyp,, the PMOS never turns off

e Level conversion is done in the flip flops at the end of the paths
e cross-coupled PMOS transistors do the level conversion

® Use standard cells to construct the dual-V;, function block
* NMOS transistors operate on a reduced supply

Sy =D N

VDDH

See section 10.4.4 (pg. 409) for
examples of level-converter flip-flops
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HW#4: designing the logic cells

® Design standard cells that can connect to VDDH or VDDL Memory Des,'gn
| woorar | 1

|
‘ | metal 2

1

‘ _'I Logic Core
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metal 1

HIGH VDD CELL LOW VDD CELL
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Memory Definitions

® Size (Kbytes, Mbytes, Gbytes, Tbytes)

® Timing parameters
e Read Access — delay between read request and the data available
e Write Access — delay between write request and writing data to memory

¢ (Read or Write) Cycle — min. time required between read/writes

Read Cycle

i\

Write Cycle
Read Access 4

Read Access _
Write / \

Write Setup  Write Access

Data Valid Data Written

Read only memories (ROMs)

® A memory that can only be read and never altered

* Programs for fixed applications that, once developed and debugged, never
need to be changed (only read)

¢ Fixing the contents at manufacturing time leads to small and fast

implementations.
BL=1 BL=1

WL é WL
WL WL %

Memory definitions

® Function — functionality, nature of the storage mechanism
e static and dynamic; volatile and nonvolatile

® Access pattern — random, serial, content addressable

RWM NVRWM ROM
Random Non-Random | EPROM Mask-
Access Access programmed

SRAM (cache, | FIFO, LIFO | EEPROM

register file) ) ) .
Shift Register | FLASH Electrically-
DRAM (main programmed
memory) CAM (PROM)

® Input-output architecture — number of data input and output
ports (multiported memories)

® Application — embedded, secondary, tertiary
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MOS OR ROM cell cn:;'ay

BL(O) BL(1) BL2) BL(@)
WL(0) [IF

WL(1) |

WL(2) [Iﬁ

WL(3)

predischarge | r } [ I T }
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Pfé?harged MOS NOR ROM
- i

0 — 1precharge TC 46
0 WL(0) Id_

0 > 1 WL(1) |

GND

3

cpll

0 WL(2) [:_ |

oy

GND

0 WL(3)

BL®O) BL(1) BL@2) BL(@3)

® Memory is programmed by
adding contacts where

WL
© needed
GND .
e CONTACT mask is one of
WL(1) the last processing steps
e the presence of a metal
contact creates a O-cell
+—___ cellsizeof 11
WL2) X7Tr
GND
wL(3)

e ——
MOS NOR ROM layout 1

® Memory is programmed by adding transistors where
needed (ACTIVE mask — early in the fab process)

cell size of
WL(0) 95Ax7 A\
wiL(1)

metall on top of
WL(2) diffusion
WL(3)
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Nonvolatile read/write memories (NVRWM)

® UV (ultraviolet light exposure), FN (Fowler-Nordheim
tunneling), Hot e (avalanche hot-electron-injection);
Vop = 3.3 or 5V; Vpp = 12 or 12.5V

# Cell Mechanism Power Supply Program
Trans/| Ared ["Erqce | Write | Write | Read [Erase
Cell Cycles
MASK 1T ]0.35-5 Voo 0
ROM
EPROM 1T 1 UV | Hote Vep Voo ~100
EEPROM 27 3-5 FN FN Ve Voo 104-10%
FLASH 1T | 12 | FN [ Hote | Ve Voo | 104-105
FN FN Vep Voo | 104-10°




A typical memory hierarchy

® By taking advantage of the principle of locality, we can:
e present the user with as much memory as is available in the

cheapest technology .
* af the speed offered by the fastest technology., - - =~ -

.-

On-Chip Components L
| Control o ’

-
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Secondary
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Read/write memories ( RA7VIs)
® Static — SRAM

e data is stored as long as voltage supply is enabled
e large cells (6 FETs/cell) = fewer bits/chip
e fast 2> used where speed is important (e.g., caches)
e differential outputs (output BL and IBL)
e compatible with CMOS technology
® Dynamic — DRAM
e periodic refresh required (every 1 to 4 ms)
e small cells (1 to 3 FETs/cell) = more bits/chip
e slower = used for main memories

¢ single ended output (output BL only)

Second
Memory
Datapath (Disk)
«Q
<
Speed (ns): s 1's 10’s 100’s 1,000’s
Size (bytes): 100's KB’s 10KB’s MB’s TB’s
Cost: highest lowest

T \
I-dimensional memory architecture

M bits M bits
So | Word0 Sy Word 0
Sty Word 1 S, Word 1
S2 .l Word 2 Storage Ay S Word 2 Storage
s Cell 1 ols Cell
g ) =1 [[] Al s | [ ][
24 :
z Ak-T fg
SN-Z SN-2
~“s Word N-2 Word N-2
S S
N1, Word N-1 NT,l Word N-1
Input/Output

Input/Output
Decoder reduces # of inputs

N words — N select signals
K =log, N

® not typically compatible with CMOS technology
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2D memory architecture
oKL bit line
word line
g AL 5
A k]
% § oo storage
< a o — (RAM)cell
3 A o
8 é U
11 [ m2
Ay, —= .
A Column Decoder selects appropriate word

from memory row

Column
Address

Sense Amplifiers | amplifies bit line swing

I Read/Write Circuits |

o

Input/Output (M bits)




Row Addr
N

/
N

Column
Addr

Block
Addr

— T T T
i

Input/Output (M bits)

Advantages:
1. Shorter word and bit lines so faster access

2. Block addr activates only 1 block saving power

,,m
SRAM memory

4x4

2 bit d read
it words
precharge — | | bit line precharge
enable WwL[0
IBL BL (]
A .
b WL1]
°
8
A |8 WL[2]
3
o
o WL[3]

Column Decoder

Ay ——

clocking and
control

| | | sense amplifiers

BL, | BLy, write circuitry

memory configuration

Sense Amps § Sense Amps
I L3 1 1
9]

&
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Decfeasing word line delay

® Drive the word line from both sides

driver

driver . .
polysilicon word line

WL
| metal word line

® Use a metal bypass
polysilicon word line

WL |

metal bypass

® Use silicides
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6;fr&nsisfor SRAM Cell

G

M5 Q

SRA

Cbit

T

M cell analysis ( r;;J)

WL=1

— IBL=1.0V

Cbil

BL=1.0V —

Read-disturb (read-upset): must carefully limit the allowed
voltage rise on !Q to a value that prevents the read-upset
condition from occurring while simultaneously maintaining
acceptable circuit speed and area constraints
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Read voltage ratios
Voltage rise at IQ is a function of cell ratio:

AVig = Vosam + CRVop = Vi) = VVosar,2(1+CR) + CRAH(Vpp - V,, 2)1/CR
where CR is the Cell Ratio = (W, /L,)/(Ws/Ls)

o e

SRA

Cy

M cell analysis ( w}ite)

WL=1

4
| Imlta=0| Q=1

it

IBL=1.0V

J C“/_Ii\_

Me

Cbi(

BL=0V

12
\ ® Keep cell size minimal
! \ while maintaining read
Zos stability
5
'gus \ * Make M, minimum size
o
) and increase the L of My
Soa o (to make it weaker)
1.2 ¢ Increases load on BL
0.2 . . .
* Make M; minimum size
o and increase the W of M,
0 0.5 1 15 2 25 3
Vpp = 2.5V Cell Ratio (CR)
Vq, = 0.4V

The 1Q side of the cell cannot be pulled high enough to ensure
writing of 1 (because of the on state of M;). So, the new
value of the cell has to be written through M,.




Write voltage ratios

Voltage on node Q is a function of the pull up ratio of M, and M.

Va = (Voo = Vra) = (Voo = Vinn) = 2(5/a)(PR)(Vop = Vingl)Vosat = Vosarp?/2))
where PR is the Pull-up Ratio = (W,/L,)/(Wg/Lg)

0.5

18 ® Need to pull Q below V. to
04 turn off M,
5 ® Keep cell size minimal while
=03 . .
) allowing writes
E 02 * Make M, and M, minimum size
=
= ® Be sure to consider worst
0.1
case process corners
0- T T T T T T
VDD _025V 0.5 1 15 2
[Vrpl = 0.4V Pullup Ratio (PR)
u/u, =05

® In nanometer CMOS

e Avoid bends in polysilicon and diffusion

e QOrient all transistors in one direction

e Lithographically friendly or thin cell layout fixes this

e Also re R N_ NN
word |/ N
R S AR
GND it Voo bit_b GND
19: SRAM 39

® Cell size is critical: 26 x 45 A (even smaller in industry)

@ Tile cells sharing Vp, GND, bitline contacts

3o b ko]

] = GND BIT BIT_B GND

l| I

i T [ n

Oy

19: SRAM 38
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Mulhple Read/Write Port Cell

WL2

IBL2 IBL1 BL1 BL2
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Millh;ple Read/Write Port Cell

WL2

Decreasing bit line delay

® Reduce the bit line voltage swing
* need sense amp for each column to sense/restore signal

® |solate memory cells from the bit lines after sensing (to
prevent the cells from changing the bit line voltage further)

- pulsed word line

® |solate sense amps from bit lines after sensing (to prevent
bit lines from having large voltage swings)

- bit line isolation

® What will these techniques do for poweré

Sense Amplifiers
T

small bit line swings input output

® Amplification: resolves data with

® Delay reduction: compensates for the limited drive capability
of the memory cell — small

t,=(C* AV) /1,

large make A V as small as possible

® Power reduction: eliminates a large part of the power
dissipation _ % * %
P=12C*Vy, ®AY *f
make A V as small as possible

® Signal restoration: for DRAMs, need to drive the bit lines full
swing after sensing (reading) in order to do data refresh
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: Pulsed word line feedback signal

Read ——_l ) Word line ‘
Bit lines
Dummy
bjt lines
Complete | \
10%
populated

® Dummy column

© height set to 10% of a regular column and its cells are tied to
a fixed value

e capacitance is only 10% of a regular column
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Pulsed word line timing

Read / — T AV = 0.1V
L Hny
T T
b

Complete \
Word line / N\

Bit line
Dummy bit line ~ AV =V m
1

Read
sense

® Dummy bit lines have reached full swing and trigger amplifier

pulse shut off when regular bit lines reach 10% swing sense
\ /’M’ AV =V

sense amplifier outputs

AV = 0.1V, isolate

m —

e

4x4 DRAM Memory 7

[ 7' L3
Bit line precharge logic e
. read
e First step of Read cycle is to IC{ bl 2 bit words precharge — | | | bit line precharge
precharge the bit lines to Vj - - enable WL[O]
e Every differential signq.I in the A _g) Bl WLH]
memory must be equalized before S
Read BL IBL A, a WL[2]
* Turn off PC and enable the WL equalization transistor: speeds up ng: WLI[3]
¢ Tl?e.grounf:led PMOS, load limits the equalization of bit lines by allowing
bit line swing (speeding up the next the cap. and pull-up device of non-

h I .
precharge cycle) discharged bit line to assist in | | | | | sense amplifiers

precharging the discharged line

clocking,
control, and
refresh

| BL | BL, [ BL, [ BL;]| write circuitry

» What are the power implications of this design? Column Decod
» Would a clocked precharge scheme be better for power? I I
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;forming SRAM to DRAM

WL

IBL

BL

} e e
Transforming SRAM to DRAM

WL

JM; Q M6
s

o e

Transforming SRAM to DRAM

e

WL

RL

1

p— Q M6

BL1 (for write)

BL2 (for read)
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3-transistor DRAM cell

WWL
write
RWL L WWL
VDD
M3 BL1/ \
mil X M2 X_/ Vop-Vin
G T RWL [read\
B BL2 VooVin o/ "av
BL1 BL2

® No constraints on device sizes (ratioless)
® Reads are non-destructive and inverting

® Value stored at node X when writing a “1” is Vi, - Vi
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1-Transistor DRAM Cell

WL_ Jwrite\ read
WL wqn “qn

Tl x g
X/ Voo-Vr

Bl Voo —
BL Vop/2 sensing

_[Cal|
L

® Write: C_ is charged (or discharged) by asserting WL and BL
® Read: Charge redistribution occurs between C; and C,

® Read is destructive, so must refresh after read

G5 BROWN

1-T DRAM Cell Observations

® Cell is single ended (complicates the design of the sense amp)

® Cell requires a sense amp for each bit line due to charge
redistribution based read

e all previous designs used SAs for speed, not functionality
® Cell read is destructive; refresh must follow to restore data

® Cell requires an extra capacitor (CS) that must be explicitly
included in the design

® not always compatible with logic CMOS process

A threshold voltage is lost when writing a 1 (can be
circumvented by bootstrapping the word lines to a higher value
than VDD)

1-T DRAM Cell Layout

s //r
c@ﬁ (o

LEY . Owide annue-ome
\‘;;'-" Dieectric
5] ™. Heavily Doped
Q‘ pesubsirate
Y

® Bit capacitor needs to be small in size
but large in actual capacitive load

FIGURE 12.42 Trench capacitor

e Trench capacitor is etched under the source of the transistor

® This technology is generally not compatible with CMOS

11/14/2016

Content addressable memories (CAM)

® Memories addressed by their content. Typical applications
include cache tags, translation lookaside buffers (TLBs), and
instruction queues.

Address issued by CPU (page size = index bits + byte select bits)

L 2way Associative Instruction Cache

VA Tag PA Tag | Data Tag | Data

T

Most TLBs are small

(<= 256 entries)

and thus fully associative
(CAM implementation)

Hit Desired word

12



9-T CAM cell

IBL

® Writes progress as in a
BL  standard SRAM cell

® Compares the stored data

B I

iR

s L | &

(Q and Q) to the bit line
data

] ® Precharged match line ties to

all cells in a row

If Q and BL match, x is
discharged through M, or M,
and thus M, is OFF keeping the

match line high

il
match L{ q/\:

e Else if Q and BL don't match, x
is charged to Vp, — V; and the
match line discharges

WL[0]

4x4 CAM Design

WL[1]

T [H

WL[2]

o

match[0]
\n1 -0

WL[3]

Eil

atch[1]
1-1

e
I
il

o

atch[2]
1-50

Read/Write Circuitry

match/write data
1011

(I

precharge/match
051

atch[3]
150

" What is this function?

0->1
Hit

—
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WL[0]

of data array
(implemented
as a standard
SRAM)
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