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What’s coming up?

® Office hours today: 1Tam-1pm
® Final Project Proposals due this Wednesday by noon
® Remaining lectures:

e Finish Adders

° Multipliers

e Datapath Logic
e Design for reliability, low power circuits, emerging topics...

® Final exam: Wednesday, November 30 (in class)
® Final Presentations: Mon., Dec. 13, 9am-noon, B&H 141

Another Transistor level implementation

® Remember Propagate signal P=A @ B
*S=A®B®C, =POC,
e C,,=AB+AC, +BC,=PC, +PA

out

e P and S are XOR functions, C_, is a mux function

® Notice that P is shared between S and C_,

adder

TG

foll

| Sum=P® C,,

,,,,,,,,,,,,,,,,,,,

Cout = PA+ PC;,

Only 14 transistors
Where is the critical path?




Fast Carry Chain Design

® The key to fast addition is a low latency carry network

® What matters is whether in a given position a carry is
e generated G, = A aB, =AB,
® propagated P.= A ® B, (sometimes use A, + B,)
e annihilated (killed) K, = A, & !B,

® Giving a carry recurrence of

G =G+ PG

C, =Gy + PGy

G =G +P =G+ PGy +P PGy

C; =G, + P,G, + P,P,G, + P,P,P, Cy

C,=G;+ PG, + P4P,G, + P;P,P,G, + P,P,P,P, Cy

e

Mirror adder

A—«%z B[4

0-propagate

Note that P, K, and G are
all mutually exclusive

) /’:fk\i
Mirror Adder
24+4 transistors
B
A B4L AL 4L il ay
0-propagate Kill
C. AL e r ol
1-propagate A_| generate L{ C F‘
A B ol el o N
1 .

Coux =AB + BC, +AC,, =
SUM =ABC,, + ICour(A+ B + C;y)
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Manchester Carry Chain

® Switches controlled by G, and P,

IC,, =CP; + G;)

—t

clk —

® Total delay of
* time to form the switch control signals G, and P,

e setup time for the switches

e signal propagation delay through N switches in the worst case
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4-bit sliced MCC adder

e

T

- /X
Domino Manchester carry chain
A, B, A, B, A, B,

Ay By
bt bt [ Lt ok
&D &D &D & D
G P G P G P G P Cis
- - - - '
ICy 1C,
: : . : o »
- . . . = | = q
(Gp+ Py Cip)
'Cs 'C, 'C, ’/ (G, + P,G;+ P,P,Gy + P,P,P,Ci)
® ® ® ® Gy + PGy + PPy Cig)
Jl Jl i i UGs+ P3Gyt P3PyGy + PaPyP Gy + P3PyPPy Cip)
S; S, S, S, =P, ® C,

///’r

Carr;'-skip ( carry-by;iaici:lrsrs) adder Carry-skip chain impiéhenfaﬁon
A, B, A, B, A B, A, B

S SN N S Y SN O

—— block carry-out
carry-out Bp

C. 4 block carry-in

4 FA ~— FA [— FA [— FA Cio

Not strictly necessary
Cot | | | |

S3 S, S So

BP =P, P, P, P,

“Block Propagate”

If (Po & Py & P, & P; = 1) then C,, = C,, otherwise the
block itself kills or generates the carry internally (and
doesn’t need C, , to compute C_ )
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Carry-skip chain implementation
—— block carry-out
carry-out % Bp
block carry-in

Il

P3 P2 P1 PO
1
ICo —ol M1 C.
) | |
G3 2 G] GO
=
BP

(10:511:1znwsu;as
JTI.

WL\I‘-U -lHSL\‘ZOHJlUL 90 80 70 60 50 40 30 20 10 00

——"—‘{_I—"

FIGURE 11.18 ip adder PG network.

4-ﬁ;lock carry-skip adder

bits 1210 15

Setup

Carry
Propagation

bits 8 to 11

Setup

Carry
Propagation

bits 4 to 7

Setup

bits 0

Setup
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to 3

Carry

Propagation

Carry

Propagation
|_| Cio

¥

Sum

Sum

Sum

Worst-case delay — carry from bit O to bit 15
carry generated in bit O, ripples through bits 1, 2, and 3, skips the

middle two groups (B is the group size in bits), ripples in the last group

from bit 12 to bit 15

T

add

=t

+

setup

+ ((N/B) -1)

sklp

Sum

+

Carry select adder

® Pre-compute the carry

out of each block for
both carry_in = 0 and
carry_in = 1 (can be
done for all blocks in
parallel) and then

select the correct one Con

‘ 4-b Setup

|E’s

G’s

‘ “Of carry

propagation }* 0

Nal

‘ “1” carry propagatlon F1

\VAR!

multiplexer

F Cin

llcs

‘ Sum generation

S’s




Carry Select Adder

® AND/OR Mux selects “carry-1" or “carry-0" block
depending on carry in of previous stage

® Here, C, starts the Mux selection process.

® Compared to carry skip, avoids having to wait for the
ripple carry of the last block.

Als13 E1613 Aﬂs BIZQ ABS BB& AH EM
[V ]fe [V ]fe [V ]fe
= H-Il e ‘i’ G “-Il MY Fe
SBS

81513 5129

SM
Figure 11.24 from Weste&Harris

/// T
Square root carry select adder
bits 14t0 19 bits 9 to 13 bits 5 to 8 bits 2 to 4 bits 0 to 1
A's B’s A's B’s A's B’s A's Bs A X
1 1 0 J 0 g 4 1
Setup | Setup Setup ‘ Setup
s o4l s o] Irs o] [rsodl
“0” carry |‘ “0” carry 0 “0” carry “o”

+6 +5 {} +4

“1” carry 1 “1” carry

ad Stenet 2t ANt

Carry select adder: critical path
bits 12t0 15 bits 8 to 1 bits 4 to 7 bits O to 3
A's B’s As B’s As B’s As B’s
)}

1l Il | |ﬂ 1l | |IL 1l | ll
Tooll. Teoll Trmoll

“0” carry | “0” carry “0” carry

IRY

S’s S’s S’s S’s
Todd = teen T B tgry T N/Bt . 1

setup carry um
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lnf;ger multiplication revisited

® Right shift and add
e Partial product rows accumulated from top to bottom on an N-bit
adder
* Time for N bits T, = O(N T,y4e) = O(N?) for a RCA

serial_mult —
® Making it faster
e Use a faster adder
e Use higher radix (e.g., base 4) multiplication
« Use multiplier recoding to simplify multiple formation
e Use carry-save-adders and avoid carry propagate at each cycle
e Use multiple adders (array multiplier) with carry save adder cells.
« Can be easily and efficiently pipelined
« Very simple and efficient layout in VLSI
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The binary multiplication

Multiplicand

Multiplier

Partial products
(can be formed in parallel)

Double Precision Result

Unsigned multiplication: version |

i @
° &
3

1. Test
Multiplier0

1a. Add multiplicand to product and
n place the result in Product register
Multiplicand
¥

Multiplier0=1

Multiplier0=0

64 bits

64-bit ALU
Product
Write

—_— I 2. Shift the Multiplicand register left 1 bit |

3. Shift the Multiplier register right 1 bit

Multiplier
Shift right

32 bits

64 bits

Yes: 32 repetitions
completed

e —

Uh/géned multiplication,

Multiplicand

———

version Il

Product0 = 1 1. Test Productd =0

Start
i=0

Product0

1a. Add multiplicand to the left half of
the product and place the result in
the left half of the Product register

What is the main advantage here?

I

l 2. Shift the Product register right 1 bit |

Yes: 32 repetitions

11/27/2016

Carry Save Addition

® A full adder in the i position sums 3 inputs and produces 2
outputs

e Carry output belongs to (i+1)™" bit, sum belongs to it bit
® N full adders in parallel are called carry save adder (CSA)

® Produce N sums and N carry outs
X, YoZ X YaZ X, Y, 2, X Y, Z

. C, S

X,

3 C, S, C s
Y12,

N...A

[o3

N..A AN

S

N..1 N..1




Carry-save mulﬁplier

Carry bits Shift
. — -
Sum bits 5 | D D D D D D |

A
g . S
(R
c

©2007 Eloauiar, Inc. Allighis resenved.

A single carry-save adder is a collection of n independent adders

Each addition results in a pair of bit vectors, C, S, stored separately in P

The sum, carry bits of P are fed into the CSA in the following stage

Requires a separate carry-propagate add at the end to combine the last carry,
sum parts

® Still takes n cycles to compute, but each stage is faster.

* Avoid waiting for carry to ripple through at each stage (save for later)

e

Thef/l\i;ay M ulfipliér

Finding the critical path is not straightforward !

“eg
] u- BROWN
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Unsigned multiplication, version Il

Multiplicand
32 bits Product0 =1
Product0

\SZ-bil CSA
1a. Add multiplicand to the left half of
the product and place the result in
the left half of the Product register
Sum & Carry Shift right Control
Wite test 1 l

| 2. Shift the Product register right 1 bit |

Yes: 32 repetitions

Resolve final
sumicarry bits
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Reduces the
number of clock
stages

Vector Merging Adder

carry and + tmerge
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Pib'éﬁned array multiplier

Can be designed
with CSAs or CPAs

Pipelining increases
throughput

0y

CMOS energy & power equations
E= CL VDD2 P0~>1 + 1‘sc VDD lpeqk PO~>1 + VDD Ileqkqge
fo1 = Poot ™ foioek
P= CL VDD2 fO—)] + TchDD Ipeak f0—>1 + VDD Ileakqge
Dynamic Short-circuit Leakage
power power power

Power Dissipation Revisited

It's not just about dynamic power dissipation

&
BROWN
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Dynamic power dissipation

fié Te _/

f
Energy /transition = C, * V.2 * Py, ab

Payn = Energy /transition * f = C, * Vpp? *

Payn = Cerr ™ Voo * f where Cee = P, C,

Data dependent = a function of switching activity!
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Short circuit power dissipation Impact of C, on P__

Vin rdlsc L Vout
T

Large capacitive load Small capacitive load
Finite slope of the inpuT signcl causes a direct current pCﬂ'h BUT BOTH DEVICES ARE ON FOR A BOTH DEVICES ARE ON FOR A
between Vy, and GND for a short period of time during SHORT TIME LONG TIME
switching when both the NMOS and PMOS transistors are Output fall time significantly Output fall time substantially
conducting. larger than input rise time. smaller than the input rise time.

e

Lég(dge (static) povv;f dissipation

| as a function of C;

pea
-4
250 When load capacitance is VDD Ileqkqge
2 C = 20fF small, . is large. ’—q
Vout
A1'5 | J: l Drain junction
< leakage
31 | L= 100 ¢F Short circuit dissipation is = b\f °
_0.57 minimized by matching Gate leakage Sub-threshold current
NS.500 fF the rise /fall times of the
0 ‘ ‘ input and output signals - Sub-threshold current is the dominant factor.
25 2 4 « b0 Slope engineering.
| time (sec) All increase exponentially with temperature!

500 psec input slope
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B
ck effect

Reducing static power

e

Sta

® Leakage is a function of the circuit topology and the value
of the inputs

VGS_Vth 7( VDS )
KT/ KT/ . . . A
I,=Ige™" |1 1 ® licakage is mainly a function of V¢ and V,, (which is a

function of V).

Vi =VT0+y(\/‘_2¢F +VSB‘ _\/‘_2(”1?‘)

® V,. has an exponential effect on leakage current

° . . . .. .
Increasing vth will lower static power dissipation where Vi is the threshold voltage at Vg3 = 0; Vg is the source- bulk
(substrate) voltage; v is the body-effect coefficient; ¢ is the Fermi potential

(negative for NMOS)

e Control indirectly (taking advantage of circuit topology and
input values)

® For an NMOS device, as Vg increases (i.e. becomes
positive), V,, increases.

e Control directly (using low V,, devices)

Stack Effect
Vi = Vo + 9= 20 +Vig| = I- 20, ])

® Consider a 2-input NAND gate

® Leakage is lowest when both inputs )i
A=B=0W. b

¢ Intermediate node V, settles to:

I 4

VGS7V117 7( VDS ] D 1

KT/ T/ ]
~le™ |1 1

® Reducing V,, increases iy qqe

(exponentially)

—VT=04V

Vi = Vi In(14n) ® But, reducing V,, decreases
" AlB[ Isus/(ls:Vos:Vas) gate delay . " —vT=04v
A—d b—B 0/0 Vi In(T*n) | Ves=Ves= Vx 0 02 04 06 08
out o[1]0 Vg=Vgs=0 ves
u
A—‘ 0 110 VooVy Ves=Ves=0 ‘ Determine the critical path(s) at design time and use low
Sy 11110 Vg=Vgg=0 V,, devices for transistors from gates on critical paths. Use
_‘ X a high V,, on other logic for leakage control.
B Leakage reduction due to stacked ® A careful assignment of V; can reduce the leakage significantly

= transistors is called the stack effect

10
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Dual-Thresholds inside a logic block

® Minimum energy consumption is achieved if all logic paths
are critical (have the same delay)

® Use lower threshold on timing-critical paths

® |s there an advantage of dual-V, over dual V¢

> L]

Dynamic power is data dependent

® Switching activity, Py_,;, has two components
e A static component : function of logic topology
e A dynamic component : function of the timing behavior

(glitching)
Static transition probability
2-input NOR Gate Pos1 = Pou=0 X Poy=1
A B Out =Py x (1-Pg)
0 0 1 ol s . leas
With input signal probabilities
0 1 0 Pucy = ]/2
1 0 0 Pey = 1/2
1 1 0 . - o
NOR static transition probability

=3/4 x 1/4=3/16
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NOR/ éafe Transition Probabilities

® Switching activity is a strong function of the input
signal statistics
® P, and P, are the probabilities that inputs A and B are one

A—d
5 —

0
A
TG e e,

Ps

POAI = Po x P] = (]'(]'PA)(]'PB)) (]'PA)(1'PB)

I:)OA1 = I:)out=0 X Pout=1
NOR (1-(1-Pa)(1-Pg)) x (1 - Pa)(1 - Pg)
OR (1-Pa)(1-Pg) x(1-(1-Pa)(1 - Pg))
NAND PAPg x (1 - P5Pg)
AND (1 - PyPg) x PAPg
XOR (1 - (Pa+ Pg-2P5Pg)) X (Pa+ Pg- 2P,Pg)

z
05 B
For X: P =Py x Py=(1-Py) Py

=0.75x0.25=0.1875

ForZ: Py,,= Py x P, = (1-P,Pg) PPy
=(1-(0.75x 0.5)) x (0.75 x 0.5) = 0.1523

11
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Power dissipation of dynamic gate

Out

In, — PDN

n3
ax 4%

Power only dissipated when previous Out = 0

P
I Probability the output

E=C Vpp’ Py

transitions from O to 1

Switching activity can be higher in dynamic gates!

th&ung in Static CMOS Networks

® Gates have a nonzero propagation delay resulting in
spurious transitions or glitches (dynamic hazards)

e glitch: node exhibits multiple transitions in a single cycle before
settling to the correct logic value

Unit Delay

Input Ordering

(1-0.5x0.2)x(0.5x0.2)=0.09 (1-0.2x0.1)x(0.2x0.1)=0.0196

0.

o

o
Nm >0
O
X
T
o
=0 wmh
>
X
-n

Beneficial to postpone the introduction of signals with a high
transition rate (signals with signal probability close to 0.5)

What about activity factor at node F for each circuit?
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Glitching in a ripple carr

g
L

-

fe—o —

Time (ps)

12
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Logic Restructuring Balanced delay paths to reduce glitching
® Change the topology of a logic network to reduce
transitions ® Glitching is due to a mismatch in the path lengths in the
AND: Py 1= Py x P; = (1 PaPg) x PaPs logic network; if all input signals of a gate change
0.1875 ; i
simultaneously, no glitching occurs
0.5 (1-0.25)*0.25 = 0.1875 0-5A Y 0 o9 9
A w 0.109 0.5B 0.059 ol E Q)
B 0.059 0.5 F — ' 0/F |1
0.5 C C 0 E b ]
0.5 F 05D 7 — . 2 g Fo—
0.5 ' 0.1875 0 R o 5
- . - . ' o F |l
® Chain implementation has a lower overall switching activity —
than the tree implementation for random inputs
Ignores glitching effects ® So equalize the lengths of timing paths through logic

13



