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Abstract—This paper proposes a design approach targeting
circuits operating at extremely low supply voltages, with the
goal of reducing the voltage at which energy is minimized,
thereby improving the achievable energy efficiency of the circuit.
The proposed methods accomplish this by minimizing the cir-
cuit’s ratio of leakage to active current. The first method, super
pipelining, increases the number of pipeline stages compared
to conventional ultra low voltage (ULV) pipelining strategies,
reducing the leakage/dynamic energy ratio and simultaneously
improving performance and energy efficiency. Measurements of
super-pipelined multipliers demonstrate 30% energy savings and
1.6 X performance improvement. Since super pipelining reduces
the logic depth between registers, two-phase latch based design is
employed to compensate for reduced averaging effects and pro-
vide better variation tolerance. The second technique introduces a
parallel-pipelined architecture that suppresses leakage energy by
ensuring full utilization of functional units and reduces memory
size. We apply these techniques to a 16-b 1024-pt complex-valued
Fast Fourier Transform (FFT) core along with low-power first-in
first-out (FIFO) design and robust clock distribution network.
The FFT core is fabricated in 65 nm CMOS and consumes
15.8 nJ/FFT with a clock frequency of 30 MHz and throughput
of 240 Msamples/s at Vqq = 270 mV, providing 2.4 X better
energy efficiency than current state-of-art and > 10X higher
throughput than typical ULV designs. Measurements of 60 dies
show modest frequency (energy) o /i spreads of 7% (2%).

Index Terms—Fast Fourier Transform (FFT), subthreshold
CMOS circuits, super-pipelining, ultra low voltage (ULV) design.

1. INTRODUCTION

ECENTLY, voltage scaling has been widely applied to

highly energy-constrained systems such as battery-pow-
ered sensor nodes to minimize energy consumption. Voltage
scaling enables energy efficient computation by quadratic (or
greater) reductions of switching and leakage power dissipa-
tion. Although voltage scaling increases gate delay and thus
degrades performance, it is still advantageous for many appli-
cations with relaxed performance requirements [1], [2] and the
supply voltage may be scaled down to, or below, the device
threshold voltage Vy;,. However, leakage energy consumption
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per cycle increases due to enlarged stage delay as voltage
scales and this overhead starts to exceed the switching energy
savings below the optimal operating point V¢, producing
optimal energy consumption Egp¢. Therefore there exists a
fundamental limit for energy savings from voltage scaling in
the subthreshold regime regardless of Vi, [3]. To enhance
energy efficiency beyond this point, leakage energy must be
suppressed by elimination of idle gates or other techniques to
boost the utilization of each gate or module in the system. Since
ultra-low voltage operation incurs high process/voltage/tem-
perature (PVT) variation [4], variation tolerance should also
be considered in designing these low voltage systems. Such an
energy-optimal design methodology is demonstrated on a Fast
Fourier Transform (FFT) accelerator in this work.

The FFT is a key digital signal processing (DSP) algorithm
and is widely used in digital communication and sensor signal
processing. Aided by technology scaling, FFT accelerators have
become feasible, offering higher energy efficiency than gen-
eral purpose processors even for volume-constrained systems
such as sensor nodes [2], [5]. We use such an FFT core as a
demonstration vehicle for several circuit and architectural tech-
niques aimed at reducing V¢ and E,p¢, while achieving un-
usually high throughput for a subthreshold circuit. Past work
in power efficient FFTs include [6], where the authors propose
a cached-memory FFT architecture that processes intermediate
results within cached data sets to minimize the number of main
memory accesses. In [5], the authors employ voltage scaling to
improve energy efficiency. They use standard cells and mem-
ories optimized for subthreshold operation and target their de-
sign at the optimal energy operating point. However, the body
of prior work in this area has not investigated the key role of
leakage energy in the subthreshold regime, and we show that
energy efficiency can be improved beyond the conventional op-
timal energy operating point by suppressing leakage effectively.

This paper is an extension of [7]. It describes the use of
various circuit techniques such as super-pipelining along with
an architectural study focused on extending voltage scalability
and enhancing performance in the design of 1024-point com-
plex-valued FFT core. The use of super-pipelining improves
performance and reduces leakage energy, but removes aver-
aging effects of random process variability due to shorter logic
depth. As a result we employ two-phase latches rather than
edge-triggered registers to recapture some averaging through
time borrowing. Measured results of these techniques on a
multiplier show 30% energy savings concurrently with 1.6x
performance improvement over a conventional unpipelined
multiplier. A parallel-pipelined FFT architecture is then
proposed to maximize computational element and memory

0018-9200/$26.00 © 2011 IEEE
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Fig. 1. (a) Simulated energy consumption of inverter chain showing energy-optimal point. (b) Energy comparison between unpipelined and pipelined inverter

chains.

utilization, while reducing memory size and overall leakage en-
ergy. Such an approach is ideally suited to subthreshold design
where leakage energy is significant, in contrast to traditional
superthreshold design paradigm where dynamic energy and
performance are the primary metrics. Combining these tech-
niques, the parallel-pipelined FFT core with super-pipelined
CEs (computational elements) is fabricated in a standard 65 nm
CMOS process. The resulting design achieves 15.8 nJ/FFT
operating at 30 MHz with V44 = 270 mV, enabling throughput
of 240 Msamples/s.

II. PIPELINING TECHNIQUES FOR ULV DESIGN

Conventional pipelining in the nominal voltage regime
mainly focuses on improving system performance. By dividing
operations into multiple stages, stage delay is shortened and
clock frequency increased, enabling higher throughput. How-
ever, pipelining incurs energy overhead in the switching energy
of pipeline registers and clock distribution network, and there
has been extensive research activity on optimal pipelining in
power- or performance-constrained systems at nominal supply
voltages. In [8], a power-aware pipeline strategy is proposed
and the power—performance trade-off is demonstrated. In addi-
tion, [9] showed that there also exists an optimal pipeline depth
for maximum performance in purely performance-constrained
systems.

Another well-known benefit of pipelining is power reduction
[10] under fixed throughput constraints. By employing more
pipeline stages, the overall throughput is improved, which
can then be traded off for power savings via voltage scaling.
However, this approach is inappropriate for highly energy-con-
strained systems that usually have no performance constraints
and where energy efficiency is paramount. In contrast, ultra low
voltage (ULV) designs have generally used few pipeline stages
with long stage delays to minimize sequential overhead from
pipeline registers for low power and achieve greater tolerance
to the prominent PVT variations in ULV regime via averaging
effects [5], [11]. In this paper, we propose to employ aggressive
pipelining for ULV designs and show that it enables substantial
energy savings while addressing PVT variation tolerance by
the use of latch-based design.

A. Super-Pipelining Technique

In subthreshold design, due to exponentially increased stage
delay the leakage energy contributes appreciably to the total
energy consumption. The conventional relaxed pipelining ap-
proach with long cycle times increases leakage energy per cycle,
saturating energy efficiency as shown in Fig. 1(a). However,
if this leakage energy can be suppressed with low overhead,
voltage can be scaled further to reduce switching energy, re-
sulting in a new lower V¢ and Eqp¢ as depicted in Fig. 1(b).
To achieve this, we make use of super-pipelining, which em-
ploys significantly more pipeline stages and shorter stage de-
lays, improving performance and, counter-intuitively, simulta-
neously enhancing energy efficiency. The shorter stage delay
reduces leakage energy per cycle since leakage energy is the in-
tegral of leakage power over a clock period, and this savings
can exceed the sequential overhead of added pipeline registers
in the subthreshold regime. With the reduced leakage energy,
Vopt shifts downward and allows for more voltage scaling and
lower Eq,¢ (Fig. 1(b)). While conventional deep pipelining tech-
niques seek to improve performance or scale supply voltage at a
fixed performance, our approach focuses solely on energy min-
imization. Specifically, it acts to move the minima of the energy
consumption plot as shown in Fig. 1(b).

However, as the circuit is pipelined more deeply, sequen-
tial overheads begin to outweigh the leakage energy savings,
causing energy efficiency to degrade beyond some point. In
addition, as registers commonly exhibit functional failure at
higher supply voltages than combinational logic [12], a larger
pipeline register count may increase the lowest functional
operating voltage Vi, making it larger than V... Fig. 2
shows SPICE simulation results with 60 fanout-of-4 (FO4)
delay inverter chains, indicating that the total energy per cycle
continuously shrinks until the stage depth is 7 FO4, after which
it increases abruptly due to sequential overheads. The optimal
energy is reduced by 46%, while performance is improved
by 31% at V,p¢ over an unpipelined inverter chain. The per-
formance improvement is achieved through pipelining (60 to
7 FO4s per stage) but offset by increased delay due to the
additional voltage scaling at V¢ (from 370 mV to 240 mV).
These simulations used a switching activity of 0.2, and similar
energy savings are observed for activity factors ranging from
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Fig.2. Energy savings of super-pipelining from simulations with 60 FO4 delay
inverter chains.

0.1 to 0.5. This insensitivity to switching activity arises since
super-pipelining acts on both leakage and dynamic energy
(i.e., reduces leakage energy through a shorter cycle time and
improves switching energy via further voltage scaling).

B. Latch-Based Design

Although super-pipelining improves energy efficiency, the
shortened stage delay worsens delay variations in the sub-
threshold regime, requiring more timing margin for error-free
operation and limiting the benefits of super-pipelining. We seek
to mitigate delay variations without significant energy over-
head. While global variations can be compensated effectively
with system-wide techniques such as body biasing and supply
voltage scaling [13], these techniques are ineffective for local
(random) variations.

To mitigate delay variability from random process variations,
we suggest the use of two-phase latch-based pipelining rather
than hard-edge flip-flop based pipelining. Latch-based design
enables time borrowing up to nearly half a clock period [14].
This time borrowing recovers the averaging effects of delay
variations by stretching the effective stage length through the
soft edge of latches without performance degradation. The large
time borrowing window of two-phase latch-based design is par-
ticularly advantageous in subthreshold circuits with high PVT
variations compared to other soft-edge clocking approaches
such as soft-edge flip-flops and pulsed latches [15], [16], which
have limited time borrowing capabilities and design difficulties
with reliably generating short pulses in the subthreshold regime.
Although logic depth between latches is decreased by 50%
in latch-based design, the logic depth between latches of the
same type (transparent low and transparent low) is unchanged,
providing the same averaging effect.

Since two-phase latch-based design is prone to hold time vi-
olations during clock phase overlaps, non-overlapping clocks
are preferable for design robustness. However, this creates en-
ergy overhead and increases design complexity. Instead, hold
time violations can be avoided by inserting delay elements in
short paths during the design phase, particularly in circuits with
well-defined structures such as arithmetic units, and hence we
take this approach in the FFT design.
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Fig. 3. Energy consumption and total register size (relative to logic) for dif-
ferent pipeline stage depths.

C. Super-Pipelined Baugh—Wooley Multiplier

A multiplier is a fundamental component within the FFT
core and the long critical paths of an unpipelined multiplier
incurs significant leakage energy. We apply super-pipelining
and 2-phase latch-based design as described above to a 16-bit
Baugh—Wooley multiplier to investigate the benefits of the
proposed pipelining scheme. We choose a Baugh—Wooley
topology due to its popularity and regular structure, making it
an appropriate testbench to show the impact of super-pipelining
with various logic depths.

We first explore the energy-optimal super-pipelining scheme
for the multiplier. The Baugh—Wooley multiplier is pipelined
at various depths with master—slave flip-flops (MSFFs) and the
overall energy consumption per cycle is estimated from simula-
tions in 65 nm CMOS. The unpipelined multiplier uses a ripple
carry adder (RCA) to minimize total transistor width and en-
ergy consumption following conventional practices in ultra-low
power design that seek to limit switching energy [5]. Fig. 3
shows the effects of deep pipelining on the Baugh—Wooley mul-
tiplier along with the register and logic width. Initially, the use of
more pipeline stages enables a large energy savings by reducing
leakage, after which the energy saving saturates for a 6-stage
pipelined multiplier due to increased sequential overheads. The
ratio of register widths to total logic width continuously in-
creases as more pipeline registers are inserted, translating to
larger sequential overheads including registers and clock distri-
bution networks. The energy-optimal operating voltage reduces
from 300 mV to 250 mV.

The effectiveness of two-phase latch-based pipelining is
also investigated. MSFFs are replaced with two-phase latches
to allow time borrowing. Based on additional timing margin
obtained by latch-based design, one more pipeline stage is
included to boost performance without sacrificing energy
efficiency and reduce leakage energy in higher level. Fig. 4
depicts the proposed multiplier design. To avoid hold time
violations, we explore possible short paths in the multiplier and
insert delay elements accordingly. These paths are confirmed
with extensive (150,000) random process Monte Carlo and
corner simulations to assure more than 99% functional yield
for 2000 paths in the multipliers. The energy overhead from
this modification is 2.4% of overall multiplier energy.
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Fig. 4. Proposed super-pipelined multiplier with latches embedded in a full adder (gray box).

The 6-stage pipelined multiplier above is optimized further
with various circuit techniques to improve energy efficiency.
Two registers are embedded into a full adder cell to save two
transistors per register and registers share local clock buffers.
The local clock buffer is implemented with multiple minimum
width fingers, improving drivability at constant switching power
due to inverse narrow width effects. Simulation results show that
a clock buffer design using multiple minimum size fingers con-
sumes 16.8% less energy than a conventional layout with fewer
fingers. In addition, the pipelined RCA for the final accumula-
tion stage is replaced with a faster Variable Carry Select Adder,
enabling 5-stage pipelining due to single-stage final accumula-
tion and improving overall energy efficiency due to leakage en-
ergy reduction, despite a larger gate count than RCA.

We fabricated 5-stage MSFF-based and 6-stage latch-based
pipelined multipliers (the optimal number of stages for each,
respectively) along with an unpipelined design serving as the
baseline. Energy and performance measurements with random
input vectors (switching activity of ~0.46) are shown in Fig. 5.
All multipliers operate down to 225 mV! and we do not observe
any impact on functional V,;;,, due to pipelining. The proposed
latch-based design consumes 0.47 pJ/multiplication at 225 mV
and achieves 30% energy savings with 1.6 x higher performance
at its own energy-optimal point V¢. Simulations predicted a
similar V¢ change from 275 mV for an unpipelined design to
200 mV for the proposed design. The energy per cycle for the
proposed design at its Vop¢ was simulated to be 0.5 pJ/multi-

!Multiplier operation below this value was limited by timing interface issues
with the test circuitry.
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Fig. 5. Measurement results for three different multiplier designs.

plication, which is 6.4% higher than measurements at 225 mV,
showing good model-hardware correlation. Looked at differ-
ently, the proposed design achieves 18% energy savings with
3.6 better performance at a fixed operating voltage of 275 mV
at the expense of 79% area increase compared to the unpipelined
design (note that this area overhead will be amortized in the FFT
design, as described in Section VI). In addition, the latch-based
design has superior energy efficiency and performance com-
pared to the MSFF-based implementation (Fig. 6). Although the
two designs have similar o/u values due to global variations
across the dies, the latch-based design recovers averaging ef-
fects through its time borrowing capabilities and achieves better
variation tolerance, translating to 1.4x higher average perfor-
mance than MSFF-based design, similar to the simulated perfor-
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mance improvement of 33%. Note that multiplier measurement
results are for a 5-stage MSFF-based design and a 6-stage latch-
based design. Expected performance improvement in moving
from 5 to 6 pipeline stages in a MSFF-based design are obtained
from simulation and used to scale 5-stage results for an iso-stage
comparison. These measurement results confirm the benefits of
super-pipelining technique and two-phase latch-based design.

III. ENERGY-OPTIMAL FFT ARCHITECTURE

Contrary to nominal voltage operation, leakage energy limits
energy efficiency in the ultra-low voltage regime. Conventional
FFT architectures mainly focus on reducing dynamic power
and hardware cost while meeting a performance target, and en-
ergy efficiency can be simply calculated from the number of
required computations such as complex multiplications and ad-
ditions [17]. Idle cells or modules, while contributing to hard-
ware or area overhead, are not seriously explored for improving
energy efficiency for these reasons. As voltage scales, however,
idle cells consume significant leakage energy per cycle while
the switching energy of arithmetic units is reduced. Therefore it
is critical to eliminate idle cells or modules as much as possible,
enabling high utilization and improving energy efficiency.

The best-known FFT architectures are the memory-based and
pipelined architectures. The memory-based architecture is one
of the simplest ways of implementing the FFT algorithm. It
consists of a large memory divided into several banks storing
initial input data and intermediate results for the next butterfly
operation, as depicted in Fig. 7(a). The computational element
(CE) pulls one set of data from memory and stores results into
the same memory space after processing. While the CE is pro-
cessing data, the unaccessed memory cells simply store their
previous values and consume leakage energy. Although the CE
is fully utilized, memory utilization is very low and only 0.8% of
total memory is accessed every cycle for 1024-pt radix-4 FFT.
SPICE simulations indicate that 85% of overall energy is dissi-
pated in memory at 300 mV for a radix-4 memory-based archi-
tecture, implying this architecture is not appropriate for highly
energy efficient operation in subthreshold regime. In addition,
it requires the use of a ping-pong type input buffer, increasing
memory size, to perform successive FFT of incoming data for
applications such as audio processing or OFDM [18], [19].

The pipelined architecture comprises several stages con-
nected in series with CEs and multiple FIFOs to store and
re-order intermediate values. It leads to higher dynamic power
since multiple CEs switch simultaneously. However, CEs only
access FIFOs of the previous stage, and these FIFOs are rela-
tively small compared to the large memory in a memory-based
architecture. This significantly reduces the average number of
memory cells per CE, enabling high memory utilization and in
turn reducing memory leakage energy.

The most straightforward pipelined architecture is MDC
(Multi-path Delay Commutator), shown in Fig. 7(b) [20]. Each
stage corresponds to one segment of the signal flow graph and
the CE performs butterfly computation in the same way as in
the memory-based architecture. The commutator consists of
switching network and FIFOs, and re-orders the data flow for
CE of next stage. However, this architecture suffers from CE
utilization as low as 25% for R4AMDC (radix-4 MDC) archi-
tecture since it accepts only one input per cycle, then waits for
several cycles to build a full set of data required for a butterfly
operation. This drawback becomes worse in higher-radix FFT
algorithms since more data is required for a butterfly opera-
tion. In addition, for an N-point FFT this architecture requires
3(log, N — 1) complex multipliers and 5N/2 — 4 memory
cells, making the hardware costs higher than other pipelined
architectures.

A widely used pipelined architecture is R22SDF (Single-path
Delay Feedback) [17]. This approach introduces a feedback path
composed of local memory beside each CE to temporarily store
intermediate values rather than a large memory in the com-
mutator module of the R4MDC architecture. R22SDF requires
log, N — 1 complex multipliers and only N — 1 memory cells,
achieving 75% utilization of complex multipliers.

A. Modified R4MDC Architecture

The conventional R4MDC architecture accepts only one
input per cycle while processing 4 input data concurrently per
cycle, and thus the CEs performing radix-4 butterfly operations
are activated partially to match throughput with input data rate.
This incurs significant leakage energy overhead due to low CE
and memory utilization. However, if four inputs from a single
channel are obtained in one cycle, full CE utilization can be
achieved, which also minimizes memory leakage energy since
the number of cycles required to perform one FFT is reduced.

This modified R4MDC architecture with 4 inputs per cycle is
depicted in Fig. 8. In altering the original R4MDC architecture
to achieve full utilization, we made several changes:

* Altered data scheduling within a commutator

 Different configurations for each FIFO

* Process four input data per cycle
While the original R4MDC architecture employs large input
buffers to convert serial input to a parallel data stream for the
first CE, the modified architecture allows the input re-ordering
buffer to be half as large since four input data are fed into the
FFT core per cycle. Therefore data scheduling within a com-
mutator had to be changed from the original R4MDC architec-
ture, which results in smaller FIFO configurations as shown in
Fig. 8. The switching network remains the same as the original
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R4MDC and a look-up table for twiddle factors is embedded in
each CE along with a controller.

In addition to full CE utilization, this architecture requires
fewer memory cells for commutators. Specifically, modified
R4MDC contains 7N /4 —4 memory cells compared to 5N /2—4
in RAMDC, reducing memory size by 30% for a 1024-pt FFT.
Although a CE accesses memory every cycle, implying full
memory utilization, this does not reflect the actual number
of activated versus idle cells. Instead the average number of
memory cells per complex multiplier can be used as an alternate
metric in energy-constrained applications. For a 1024-pt FFT,
the modified R4AMDC requires 149 cells per complex multiplier
while R22SDF needs 255.75 cells (72% more). Taken together,
modified R4MDC achieves 4x higher throughput and more
energy efficient operation than R22SDF with smaller hard-
ware cost. Simulation results indicate that modified R4AMDC
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and R22SDF consume 52% and 68% of their total energy
in memory at 250 mV, respectively, with modified R4MDC
consuming 43.2% less energy with 2.6x better performance
than R22SDF at their respective energy-optimal points.

B. Parallel-Pipelined Architecture

The improvements above significantly increase memory uti-
lization and suppress leakage energy. However, even the mod-
ified R4MDC architecture consumes 52% of its total energy in
memory, indicating that further room for improvement exists in
memory utilization. This section shows that FFT architecture
parallelization reduces energy consumption per operation and
improves performance simultaneously.

Fig. 9 shows the modified R4MDC architecture with two pro-
cessing lanes in parallel. Eight in-order input data are fed into
the FFT core every cycle and each processing lane processes
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data within its own data set until the second stage from the
last, after which intermediate results are exchanged followed
by independent processing in each lane. The proposed design in
Fig. 9 requires 4N /7 — 8 memory cells, similar to the 1-lane ver-
sion. Thus, the average number of memory cells per multiplier
is reduced by more than 50%, translating directly to memory
leakage reduction. The proposed design improves performance
by 2x through parallelism while consuming only 35% of its
total energy in memory, indicating a greater degree of voltage
scalability and potential E,p¢ improvements.

Area—time—energy optimization has been applied in a FIR
filter [21] previously to improve energy efficiency with fixed
throughput. The proposed FFT architecture differs from this
work in that it focuses solely on achieving minimum energy
consumption with emphasis on the role of leakage current in
the subthreshold regime. Since ultra-low voltage (subthreshold)
FFT architectures consume most of their energy in memory as
leakage, the enhanced memory utilization from the proposed ar-
chitecture provides significant energy savings.

The FFT core can be further parallelized to achieve continued
benefits. However, hardware costs increase while the benefit
from parallelization saturates as the CE active energy starts to
dominate. Fig. 10(a) shows energy breakdowns of modified
R4MDC architectures with different degrees of parallelism.
With the CE already fully utilized, its energy consumption
remains unchanged while memory energy decreases with
additional parallelization. The energy—area trade-off shown in
Fig. 10(b) clearly indicates that energy reductions from aggres-
sive parallelism saturate while incurring large area overhead.
Although the minimum energy will be achieved when entire
signal flow of FFT algorithm is implemented without any
memory modules, increased numbers of multipliers and other
modules results in higher PVT-induced variability and lower
maximum operating frequency, translating to more leakage
energy per cycle. In addition, higher parallelism incurs wire
overheads including the switching network and input/output
interfaces. Based on this and available silicon area constraints,
we implement the 2-lane version.

Simulation results show that the proposed design with 2 lanes
consumes 27.5% less energy with 2x higher performance than
a l-lane version, translating to 2.4X better energy efficiency

and 5.2x higher throughput than the conventional R22SDF
architecture.

IV. RoBUST SUBTHRESHOLD FIFO DESIGN

The first-in first-out (FIFO) is a key module in commutators,
and the proposed architecture employs a large number of these
modules. Simulations of the 2-lane modified R4AMDC architec-
ture show that FIFOs consume up to 29% of total energy, making
it necessary to explore energy efficient FIFO design.

The most straightforward FIFO implementation is a shift reg-
ister-based FIFO [22]. For an N delay FIFO, N registers are con-
nected in series and all of them switch every cycle, sending data
to next stage. Although this is very robust due to its negative
hold time property, registers toggling every cycle have signifi-
cant switching power overhead, making them less attractive for
low power designs. Another possible candidate for a low-power
FIFO is an SRAM-based design [23], which uses conventional
SRAM for storing data and reads data from each word succes-
sively, writing subsequent data into the same address. For nom-
inal voltage operation, a simple 6T SRAM can be used for high
density with lower switching power than shift registers while
retaining sufficient speed to match the data rate. However, a 6T
SRAM is not suitable for the subthreshold regime due to its sus-
ceptibility to process variability and resulting small read/write
margins, and variants such as 10T [24] are preferred for robust
operation. The maximum operating frequency of robust sub-
threshold SRAM designs is typically below 1 MHz [25], [26],
making it impossible to meet performance requirements of our
target FFT design.

To mitigate these performance and variation issues, we pro-
pose the use of a latch-based memory. Although latch-based
memory as described in [5] increases read/write margins and
offers potential performance improvements, additional address
generator or decoder is necessary for read/write address signal
generation. In addition, MUX-based readout paths are slow and
suffer from leakage energy overhead due to the correspond-
ingly long cycle time. For improved energy efficiency, we pro-
pose a latch-based memory with dedicated address generator
and logic-based readout path. The entire FIFO architecture is
described in Fig. 11.
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The proposed design contains a cyclic address generator con-
sisting of a single chain of registers, producing both write and
read enable signals. While one of the latches is enabled for write
operation based on the enable signal from address generator,
the data stored in the next latch is read through the NAND gate
using the same signal. This cyclical access pattern reduces en-
ergy by sharing one address generator for read and write op-
eration rather than using a separate decoder for write opera-
tion as in conventional SRAM designs. The logic-based readout
path operates faster than the MUX-based option, allowing the
FIFO to match the performance of the super-pipelined CEs.
Fig. 12 shows Monte-Carlo simulation results of readout de-
lays of MUX-based and logic-based readout scheme. The logic-
based design is 33% faster on average than the MUX-based one,
indicating that the proposed design effectively reduces leakage
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energy by shortening stage delay while improving throughput.
Simulation results further confirm that the 32-word FIFO with
proposed logic-based design consumes 12% lower energy with
20% higher performance than the MUX-based design.

For robust read operation, hold time issues must be avoided
between the write enable and write data signals. If write data
changes while write enable of previous cycle is still asserted,
the stored data of previous latch will be corrupted. To avoid this
hold time issue, we introduce a negative-edge write scheme. As
described in Fig. 13, the write data signal remains unchanged
for a half cycle after the previous write enable signal is disabled
to provide large write operation timing margin and guaranteeing
timing violation-free write operation. Since the readout path is
critical for this FIFO module, this increased timing margin for
write operation does not impact overall performance. We im-
plemented 8-word and 32-word FIFOs, and larger FIFOs are
obtained by connecting them in series.

V. CLOCK DISTRIBUTION NETWORK

Clock tree distribution networks of large integrated circuits
are generally composed of several levels with local clock buffers
to suppress RC delay of long wires. In the nominal voltage
regime, clock buffer gate delay is small compared to the RC
delay of global clock networks and inserting a large number of
clock buffers is used to reduce clock skew. In the subthreshold
regime, however, exponentially increased gate delay dominates
while RC delay no longer contributes appreciably to clock path
delay mismatches. In contrast, buffer mismatch significantly im-
pacts clock distribution delays and adding more buffers leads to
higher clock skew. Mismatch can be effectively suppressed by
employing only a small number of large buffers, since they are
robust to random process variations [4], [27].

To suppress clock skew incurred by clock buffer mismatch,
we design a 3-level clock network with a small number of rel-
atively large buffers. RC delay mismatch is also minimized by
matching wire lengths of each level. Fig. 14 shows the com-
plete clock distribution network. The lowest and middle level
networks, which have relatively small RC delays, are imple-
mented with minimum width lower level metallization for low
power consumption while the top level is designed in a fish-bone
network using top thick metal layers to minimize RC delay.
Worst-case RC mismatch from simulation is less than 150 ps
or 0.14 FO4 delays at V49 = 270 mV. Fig. 15 also indicates
that simulated 20 clock skew due to buffer mismatch is 0.68 x
FO4, which is 2% of the clock cycle at 270 mV.
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VI. MEASUREMENT RESULTS

The FFT core is designed using the described circuit and
architectural techniques. Fig. 16 provides measured energy
and performance results for the proposed FFT core. The core
consumes 15.8 nJ/FFT at a measured maximum clock fre-
quency of 30 MHz at 270 mV, yielding 240 Msamples/s. This
throughput is 10 ~ 100x higher than typical ULV designs [2],
[5]. At 600 mV the proposed design consumes 35.0 nJ/FFT at
a clock frequency of 290 MHz; this energy efficiency is a 2x
improvement over the high performance design in [28] at the
same throughput. Fig. 17 reports the measured performance
and energy efficiency as a function of temperature, demon-
strating functionality across a wide temperature range, which
is often a challenge in subthreshold designs. Also, note that
higher operating frequencies due to super-pipelining may cause
temperature increases, pushing leakage energy up exponen-
tially. However, since the proposed FFT core consumes only
3.7 mW at 270 mV and 30 MHz, power density is very low
(0.043 W/ cm2) and there are no self-heating effects that could
compromise energy efficiency at low V 44.

The average energy consumption and clock frequency at
Vaa = 300 mV are 17.1 nJ/FFT and 41 MHz, respectively,
as measured across 60 dies (Fig. 18). This figure also shows
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Fig. 16. Measured (a) energy consumption and (b) performance of the FFT
core.
30 Measured at 300mv ' - 55
28 L 50 -
5 26 - 3
& -45 o
t 24 1 S
L 22- 140 3
> L 35 =
§ 201 =
S 181 130 &
16 T N 25
144
r T T T T 20

20 0 20 40 60 80
Temperature [°C]

Fig. 17. Measured performance and energy consumption as a function of
temperature.

modest frequency and energy spreads of only 7% and 2%,
respectively, in terms of /. Table T shows performance char-
acteristics from recent publications along with the proposed
FFT design normalized to technology, FFT size, and bit width
using the expression? in [28]. The proposed design shows
2.4x better energy efficiency than the previous state-of-the-art.
Fig. 19 shows the die photograph of the fabricated FFT core
with core area of 8.3 mm? (2.66 x 3.12 mm) in 65 nm CMOS
technology. The pipelined multipliers take 14.8% of the area
for the FFT core and the overhead from super-pipelining is
6.5%.

2Normalized energy per FFT =(Energy per FFT/((Technology /65 nm )x*
((2/3)(wordlength/16)+(1/3)(wordlength/16)?)))x(1024/FFT size).
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TABLE I
CHARACTERISTICS OF PUBLISHED FFT CORES AND THE PROPOSED DESIGN
Proposed [5] [28] [29]
Technology 65nm 180nm 90nm 65nm
1024-point | 128~1024-point 256-point 128-2048pt
FFT mode
complex-valued| real-valued |complex-valued|complex-valued
word width 16 bit 16 bit 10 bit 16 bit
vdd 0.27~1.0V 0.18~0.9V 0.625~1.0V 0.5~1.0V
area 2.71x3.15 mm?| 2.6x2.1 mm? [2.26x2.26 mm2| 1.375mm?
) ) 1024-point CV | 1024-point RV | 256-point CV | 1024-point CV
design point 0.27V, 30MHz | 0.35V, 10KHz |0.85V, 300MHz | 0.43V, 10MHz
240MS/s N/A 2.4GS/s 80MS/s
Energy/FFT 15.8 nJ 155 nJ 12.8 nJ 37.3nJ
Normalized Energy/FFT| 15.8 nJ 1119 nJ 71nd 37.3nJ
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Fig. 18. Measured energy (a) and performance (b) distributions at Vqq =
300 mV.

VII. CONCLUSIONS

This paper proposes circuit and architecture techniques to
enhance energy efficiency in the subthreshold regime, with
application to an FFT module. In contrast to the use of modest
pipelining in past subthreshold designs, we advocate the use
of super-pipelining to suppress leakage energy consumption
while simultaneously improving performance. The latch-based

by Stangalone Y,
multipliers )
test 2

BF (2,2)

comm (3)

Fig. 19. Die photograph of the FFT core in 65 nm CMOS.

pipelining scheme recovers delay averaging effects by intro-
ducing a longer effective stage length through time borrowing
to effectively mitigate variations. A parallel-pipelined architec-
ture maximizes CE and memory utilization, enabling greater
voltage scaling range and further enhancing throughput. In
addition, an energy efficient and robust FIFO design and vari-
ation-tolerant clock distribution network are employed. The
proposed FFT design is fabricated in 65 nm CMOS and mea-
surements indicate that it successfully operates at an optimal
operating point of 270 mV at a clock frequency of 30 MHz. Its
energy efficiency is 2.4 higher than previous state-of-art FFT
designs, while performance is more than 10x higher than past
ULV designs, demonstrating the feasibility of very low voltage
design for moderate to high performance systems.
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