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Switching threshold
• Define VM to be the point where Vin = Vout (both PMOS and 

NMOS in saturation since VDS = VGS)
• If VM = VDD/2, then this implies symmetric rise/fall behavior for 

the CMOS gate
• Recall at saturation, ID=(k’/2)(W/L) (VGS-VT)2, 

– where k’n= nCox= nox/tox

• Setting IDp= -IDn

• Assuming VTn=-VTp
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Switch delay model
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Input pattern effects on delay
• Delay is dependent on the pattern of 

inputs
• 1st order approximation of delay:

tp ≈ 0.69 Reff CL

• Reff depends on the input pattern

CL

A

Rn

A
Rp

B
Rp

B

Rn Cint



2

EN2912
9

Input pattern effects on delay
• 01 transition on output:  2 possibilities

– one input goes low:  what is Reff ?
• delay is 0.69 Rp CL

– both inputs go low:  what is Reff ? 
• delay is 0.69 Rp/2 CL since two p-resistors are 

on in parallel

• 10 transition on output:  1 possibility
– both inputs go high

• delay is 0.69 2Rn CL

• Adding transistors in series (without sizing) 
slows down the circuit
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• How should NMOS and PMOS devices be sized relative to an 
inverter with equal rise/fall times?

Transistor sizing
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Sizing a 3-input NAND

• How should a 3-input 
NAND gate be sized for 
equal rise and fall delay?
– Consider the worst case for 

rise/fall
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Second
Level
Cache
(SRAM)

• By taking advantage of the principle of locality, we can:
– present the user with as much memory as is available in the cheapest 

technology
– at the speed offered by the fastest technology.

A typical memory hierarchy
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• Static – SRAM
– data is stored as long as voltage supply is enabled
– large cells (6 FETs/cell)  fewer bits/chip
– fast  used where speed is important (e.g., caches)
– differential outputs (output BL and !BL) 
– compatible with CMOS technology

• Dynamic – DRAM
– periodic refresh required (every 1 to 4 ms)
– small cells (1 to 3 FETs/cell)  more bits/chip
– slower  used for main memories
– single ended output (output BL only)
– not as easily compatible with CMOS technology

Read/write memories (RAMs)
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1D Memory Architecture
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2D Memory Organization
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4x4 SRAM memory
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2D memory configuration

Sense AmpsSense Amps
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6-transistor SRAM Cell
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SRAM Cell Analysis (Read)

!BL=1.0V BL=1.0V

WL=1

M1

M4

M5

M6Q=1!Q=0

CbitCbit

Read-disturb (read-upset): must carefully limit the allowed 
voltage rise on !Q to a value that prevents the read-upset 
condition from occurring while simultaneously maintaining 
acceptable circuit speed and area constraints
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Read Voltages Ratios
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 Keep cell size minimal 
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• Make M1 minimum 

size and increase the 
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 increases load on BL
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SRAM Cell Analysis (Write)

!BL=1.0V BL=0V

WL=1

M1
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Q=1!Q=0

CbitCbit

The !Q side of the cell cannot be pulled high enough to ensure 
writing of 1 (because of the ON state of M1).  So, the new 
value of the cell has to be written through M6.
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Write Voltages Ratios
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 Keep cell size minimal 
while allowing writes
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Cell Sizing and Performance

• Keeping cell size minimal is critical for large caches
– Minimum sized pull down devices (M1 and M3)

• Requires longer than minimum channel length pass transistors (M5 and M6) 
to ensure proper Cell Ratio

• But up-sizing of the pass transistors increases capacitive load on the word 
lines and limits the current discharged on the bit lines both of which can 
adversely affect the speed of the read cycle

– Minimum width and length pass transistors
• Boost the width of the pull downs (M1 and M3)
• Reduces the loading on the word lines and increases the storage 

capacitance in the cell – both are good! – but cell size may be slightly 
larger

• Performance is determined by the read operation
– To accelerate the read time, SRAMs use sense amplifiers (so that the bit 

line doesn’t have to make a full swing) EN2912
28

• Reduce the bit line voltage swing
– need sense amp for each column to sense/restore signal

• Isolate memory cells from the bit lines after sensing (to prevent 
the cells from changing the bit line voltage further) 

 pulsed word line
• Isolate sense amps from bit lines after sensing (to prevent bit 

lines from having large voltage swings) 
 bit line isolation

• What will these techniques do for performance?

Decreasing bit line energy
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• Amplification:  resolves data with 
small bit line swings

• Delay reduction:  compensates for the limited drive capability 
of the memory cell

• Power reduction:  eliminates a large part of the power 
dissipation

• Signal restoration:  for DRAMs, need to drive the bit lines full 
swing after sensing (reading) in order to do data refresh

Sense Amplifiers
SA

input output

tp = ( C *  V ) / Iav

large

small

make  V as small as possible

P = ½ C * VDD * V * f
make  V as small as possible
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Pulsed word line feedback signal

• Dummy column
– height set to 10% of a regular column and its cells are tied to a fixed 

value
– capacitance is only 10% of a regular column

Read Word line
Bit lines

Complete

Dummy
bit lines

10%
populated
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Pulsed word line timing

• Dummy bit lines have reached full swing and trigger pulse 
shut off when regular bit lines reach 10% swing 

Read

Complete

Word line

Bit line

Dummy bit line V = Vdd

V = 0.1Vdd
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Bit line isolation

sense

Read
sense 
amplifier

bit lines

isolate

sense amplifier outputs

V = 0.1Vdd

V = Vdd
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Bit Line Precharge Logic

!PC

!BLBL
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• First step of Read cycle is to 
precharge the bit lines to VDD
– Every differential signal in the 

memory must be equalized before 
Read

• Turn off PC and enable the WL
– The grounded PMOS load limits 

the bit line swing (speeding up the 
next precharge cycle)

equalization transistor: speeds up 
equalization of bit lines by allowing 
the cap. and pull-up device of non-
discharged bit line to assist in 
precharging the discharged line

Bit line precharge logic
!PC

!BLBL

 What are the power implications of this design?
 Would a clocked precharge scheme be better for power?
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2D Memory Organization
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3D Banked Memory Architecture

Global data bus

Global amplifier/driver

I/O

Block 0 Block 1 Block P-1

Control
circuitry

Block selector

Row
addr.

Column
addr.

Block
addr.
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Power Saving

• Block-oriented memory
– Lengths of local word and bit lines are kept small.
– Block address is used to activate the addressed block.
– Unaddressed blocks are put in power-saving mode:

• sense amplifier and row/column decoders are disabled.
• Cell array is put in power-saving mode.
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Power Saving Modes

• Power-down: 
– Disconnect supply. Data is not retained. Example, caches.

• Increasing thresholds by body biasing: 
– Negative bias on non-active cells reduces leakage.

• Sleep mode:
– Insert resistance in leakage path; retain data.
– Lower supply voltage.
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Adding Resistance in Leakage Path

SRAM
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SRAM
cell
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Lowering Supply Voltage

SRAM
cell

SRAM
cell

SRAM
cell

GND

VDD

sleep

VDDL ≥ 100mV for 0.13μ CMOS

Sleep = 1, data
retention mode


