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Architectures for 
Instruction-Level Parallelism

Scalar Pipeline (baseline)

Pipeline Depth = D

Operation Latency = 1

Peak IPC = 1
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Limitations of Inorder Pipelines
• Clocks per Instruction (CPI) of inorder pipelines degrades very 

sharply if the machine parallelism is increased beyond a 
certain point, i.e. when NxM approaches average distance 
between dependent instructions

• Forwarding is no longer effective
 must stall more often

» Pipeline may never be full due to frequent dependency stalls!!
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Out of Order Execution -
General Scheme
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Many high performance processors use out of order 
execution. Most of them are doing the fetching and the 
retirement IN ORDER, but it executes in OUT OF ORDER
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A Modern(ish) Superscalar Processor
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Out of Order Execution

• Execute instr. based on “data flow” rather than program order.
• Basic idea: 

– The fetch is done fast enough to “fill-out” a window of instructions. 
– Of all the instructions in the window, look for ones ready to execute:

• All the data on which the instructions are dependent are ready
• Resources are available.

• As soon as the instruction is execution it needs to signal to all 
the instructions which are depend on it that the input is ready.
– Triggers “wake-up” and “instruction select” for next cycle

• Advantages:
– Help exploit Instruction Level Parallelism (ILP)
– Help cover latencies (e.g., cache miss, divide)
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The Cost of Speculation

• How does the processor find enough “ready” instructions?
– Look beyond branch boundaries

• Modern processor have fairly sophisticated branch prediction 
mechanisms (in HW and SW)
– Front end fills instruction window with instructions down path of 

predicted branch

• What happens if the branch prediction is wrong?
• What is the cost in terms of performance and power of 

keeping these “wrong path” instructions in the instruction 
window?
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Reducing Mis-speculated Instructions 
to Save Power

• Executing wrong path instruction is a waste of power
– Does nothing to improve effective IPC either

• IDEA:  if branch prediction becomes too speculative, don’t 
bother continuing to fetch instruction past branches
– Fetch unit stops reading new instructions from the cache
– Instruction window does not take new instructions
– Instruction execution rate may slow, but only until predicted branches 

have been resolved

• How do we know if an instruction flow has become “too 
speculative”?
– What do we need to monitor?
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Pipeline Gating

• Low-confidence branch counter records # of unresolved 
branches that reported as low-confidence. 

• The processor ceases instruction fetch if there are more than N
unresolved low-confident branches in the pipeline.
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What is a “Low Confidence” Branch?

• A confidence predictor monitors branch instructions and 
compares the predicted action from the actual action

• Each branch is eventually determined to have been predicted 
correctly or incorrectly once it is resolved

• If a branch prediction is incorrect several times in a row, it is a 
“low confidence” branch.

• If a branch has unpredictable behavior it is likely to be labeled 
“low confidence”

• NOTE: a branch prediction direction and a confidence rating 
are two different things.
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Confidence Prediction
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Do We Need Wide Issue Machines?

• Many programs never achieve IPC values close to the maximum 
issue of the machine
– Branch Misprediction
– Dependency Chains
– Cache Misses

• Overall IPC is not indicative of superscalar needs of a program
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Varying Program Needs

• This program shows a nearly 3X difference in IPC across 
successive snapshots of the program execution
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Partitioned Cluster Architecture

• Instructions share the fetch, 
decode and renaming units

• There is a steering logic that 
sends instructions to different 
clusters based on scheduling 
algorithm

• There is a bypass logic 
between the two clusters. 
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Clusters

• Each cluster has 5 reservation 
stations (RS) feeding 8 special-
purpose functional units. 

• The RS hold 8 instr. and permit 
out-of-order instruction selection. 

• Small clusters reduce complexity 
of wake-up and instr. select logic

• Intra-cluster communication is 
done in the same cycle as 
instruction dispatch. 

• Forward data to other clusters 
takes at least 2 cycles. 
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The Pipeline Balancing Approach

• Monitor the varying issue requirements of each program
– Overall issue rate
– Floating point issue rate
– History of past behavior

• IDEA: Tune processor issue and execution resources according 
to the needs of the program

• Goal:  Reduce power, retain performance

EN2912
24

Our 8-Wide Issue Processor Model
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Triggering PLB by Tracking Issue 
IPC

0

2

4

6

8

1 3 5 7 9 11 13 15 17

Sample Window
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wide issue depending 
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