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Introduction

• Planar N = 4 Super Yang-Mills is the ‘simplest gauge 
theory.’

• It is one of the rare theories where we can obtain explicit 
analytic results for multi-loop multi-leg processes.

• The AdS/CFT correspondence allows us to not only get 
perturbative answers, but also strong coupling results.

• Final aim: Solving the planar sector of N=4 Super Yang-
Mills (Integrability).
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Introduction

• In the mean time: Use planar N=4 Super-Yang-Mills to 
explore the analytic structure of gauge theory amplitudes at 
higher loops.

• Outline of the talk:

➡ The two-loop six-point remainder function.
➡ Towards higher-point remainders.
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A duality at work

N = 4 SYM

(MHV) Amplitudes Wilson loops

Correlation functions

The knowledge of these quantum corrections allowed one to extract the spectrum of anomalous
dimensions of the Konishi operator [24], and later on of all twist-two operators up to two loops
by means of a conformal operator product expansion (OPE) [25].

Here we propose to look at such correlators from a novel point of view. Consider the corre-
lation function of n protected operators

Gn = 〈O(x1)O(x2) . . .O(xn)〉 . (1.3)

As long as we maintain the points xi (with i = 1, . . . , n) in generic positions, this function is well
defined and has conformal symmetry. As a consequence, it is given by a product of free scalar
propagators times some (coupling dependent) function of conformal cross-ratios x2

ijx
2
kl/(x

2
ikx

2
jl).

In perturbation theory this function is expressed in terms of conformally invariant space-time
loop integrals. Now, imagine that we wish to take the limit in which the neighboring points
become light-like separated,2

x2
i,i+1 → 0 , xi+n ≡ xi . (1.4)

The correlator Gn becomes singular in this limit. The first problem we have to face are the pole
singularities inG(0)

n , due to the propagators 1/x2
i,i+1 connecting two neighboring scalars. Secondly,

the loop integrals develop logarithmic light-cone divergences ∼ ln x2
i,i+1 when the integration

points approach one of the light-like segments [xi, xi+1]. To deal with the first problem, it is

sufficient to consider the ratio Gn/G
(0)
n , in which the pole singularities are removed. The second

problem is more serious, it requires introducing an appropriate regularization.
Two possible choices of a regularization procedure are: (i) use the small distances x2

i,i+1 as a
cutoff; (ii) employ standard dimensional regularization and set x2

i,i+1 = 0 from the very beginning.
These two regularizations are considered in the parallel publication [27], where it is shown that
in both cases the correlation function reduces to a Wilson loop,

lim
x2
i,i+1→0

Gn/G
(0)
n ∝ (W [Cn])

2 . (1.5)

The exact form of the proportionality factor in the right-hand side of this relation depends on
the regularization; for case (ii) it is just 1. Here W [Cn] is the light-like polygonal Wilson loop
in the fundamental representation of the gauge group described earlier. Since W [Cn] is dual to
the MHV gluon amplitude, Eq. (1.1), we expect that the ratio of the correlation functions in the

left-hand side of (1.5) is also related to the ratio of amplitudes, An/A
(0)
n . The question arises if

we could find another, more direct way of establishing the relation between correlation functions
and amplitudes without invoking Wilson loops.

In the present paper we propose a scenario which realizes this direct link. It employs an
unusual, dual infrared dimensional regularization procedure. This may seem surprising, as we
have just argued that the singularities of the correlator occur at short distances. Nevertheless,
we can consider the following alternative. We start by computing the loop corrections to the
correlator by means of Lagrangian insertions. This method is well known in field theory and has
been further developed in [28, 22] for the two-loop computations of four-point correlators, but
it has universal applicability. The idea is to interpret the loop corrections to the correlator as
derivatives with respect to the coupling g. For instance, the one-loop correction

g2
∂

∂g2
Gn = −i

∫
dDx0 G(0)

n+1(x0; x1, . . . , xn) (1.6)

2A similar light-cone limit has extensively been studied in QCD, see, e.g., the review [26].
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Amplitude - Wilson loop duality

• MHV amplitudes • Wilson loops

pi = xi − xi+1

Superconformal 
symmetry

Dual 
superconformal 

symmetry

• Dual conformal invariance puts constraints in 
terms of an anomalous Ward identity.
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Anomalous Ward identity

• The solution to the Ward identities is, e.g., at two-loops,

exponential,

〈W [Cn]〉 = 1 +
∞
∑

L=1

aLW (L)
n = exp

∞
∑

L=1

aLw(L)
n , (2.3)

where the coupling is defined as

a =
g2N

8π2
. (2.4)

For the first two loop orders, one obtains

w(1)
n = W (1)

n , w(2)
n = W (2)

n −
1

2

(

W (1)
n

)2
. (2.5)

The one-loop coefficient w(1)
n was evaluated in Refs. [11, 12], where it was given in terms

of the one-loop n-point MHV amplitude,

w(1)
n =

Γ(1 − 2ε)

Γ2(1 − ε)
m(1)

n = m(1)
n − n

ζ2

2
+ O(ε) , (2.6)

where the amplitude is a sum of one-loop two-mass-easy box functions [30],

m(1)
n =

∑

p,q

F 2me(p, q, P,Q) , (2.7)

where p and q are two external momenta corresponding to two opposite massless legs,

while the two remaining legs P and Q are massive. The two-loop coefficient w(2)
n has been

computed analytically for n = 4 [13] and n = 5 [14] and numerically for n = 6 [16] and

n = 7, 8 [17].

In Ref. [14] it was established that the Wilson loop fulfils a special conformal Ward

identity, whose solution is the BDS ansatz plus, for n ≥ 6, an arbitrary function of the

conformally invariant cross-ratios, defined in Eq. (2.11). Thus, the two-loop coefficient w(2)
n

can be written as

w(2)
n (ε) = f (2)

WL(ε)w(1)
n (2ε) + C(2)

WL + R(2)
n,WL + O(ε) , (2.8)

where the constant is the same as in Eq. (1.2), C(2)
WL = C(2) = −ζ2

2/2, and the function

f (2)
WL(ε) is [13, 17, 31]2,

f (2)
WL(ε) = −ζ2 + 7ζ3ε − 5ζ4ε

2 . (2.9)

With the two-loop coefficient w(2)
n given by Eqs. (2.8) and (2.9) and the two-loop MHV

amplitude given by Eqs. (1.2) and (1.3), the duality between Wilson loops and amplitudes

is expressed by the equality of their remainder functions [17],

R(2)
n,WL = R(2)

n . (2.10)

Defining the conformally invariant cross ratios as,

uij =
x2

ij+1x
2
i+1j

x2
ijx

2
i+1j+1

, (2.11)

2Note that because of the different normalisation between the one-loop amplitude and the Wilson loop

(2.6), f
(2)
WL

differs from the analogous function for the amplitude, given after Eq. (1.2).
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– 4 –

[Drummond, Henn, 
Korchemsky, Sokatchev]

• This result is in agreement with an iteration for the 
amplitude conjectured at two loops (Anastasiou Bern, 
Dixon, Kosower) and beyond (Bern, Dixon, Smirnov). 

• This conjecture was shown to fail for six points!

Dienstag, 7. Juni 2011



Anomalous Ward identity

• The solution to the Ward identities is, e.g., at two-loops,

exponential,

〈W [Cn]〉 = 1 +
∞
∑

L=1

aLW (L)
n = exp

∞
∑

L=1

aLw(L)
n , (2.3)

where the coupling is defined as

a =
g2N

8π2
. (2.4)

For the first two loop orders, one obtains

w(1)
n = W (1)

n , w(2)
n = W (2)

n −
1

2

(

W (1)
n

)2
. (2.5)

The one-loop coefficient w(1)
n was evaluated in Refs. [11, 12], where it was given in terms

of the one-loop n-point MHV amplitude,

w(1)
n =

Γ(1 − 2ε)

Γ2(1 − ε)
m(1)

n = m(1)
n − n

ζ2

2
+ O(ε) , (2.6)

where the amplitude is a sum of one-loop two-mass-easy box functions [30],

m(1)
n =

∑

p,q

F 2me(p, q, P,Q) , (2.7)

where p and q are two external momenta corresponding to two opposite massless legs,

while the two remaining legs P and Q are massive. The two-loop coefficient w(2)
n has been

computed analytically for n = 4 [13] and n = 5 [14] and numerically for n = 6 [16] and

n = 7, 8 [17].

In Ref. [14] it was established that the Wilson loop fulfils a special conformal Ward

identity, whose solution is the BDS ansatz plus, for n ≥ 6, an arbitrary function of the

conformally invariant cross-ratios, defined in Eq. (2.11). Thus, the two-loop coefficient w(2)
n

can be written as

w(2)
n (ε) = f (2)

WL(ε)w(1)
n (2ε) + C(2)

WL + R(2)
n,WL + O(ε) , (2.8)

where the constant is the same as in Eq. (1.2), C(2)
WL = C(2) = −ζ2

2/2, and the function

f (2)
WL(ε) is [13, 17, 31]2,

f (2)
WL(ε) = −ζ2 + 7ζ3ε − 5ζ4ε

2 . (2.9)

With the two-loop coefficient w(2)
n given by Eqs. (2.8) and (2.9) and the two-loop MHV

amplitude given by Eqs. (1.2) and (1.3), the duality between Wilson loops and amplitudes

is expressed by the equality of their remainder functions [17],

R(2)
n,WL = R(2)

n . (2.10)

Defining the conformally invariant cross ratios as,

uij =
x2

ij+1x
2
i+1j

x2
ijx

2
i+1j+1

, (2.11)

2Note that because of the different normalisation between the one-loop amplitude and the Wilson loop

(2.6), f
(2)
WL

differs from the analogous function for the amplitude, given after Eq. (1.2).

– 4 –

exponential,

〈W [Cn]〉 = 1 +
∞
∑

L=1

aLW (L)
n = exp

∞
∑

L=1

aLw(L)
n , (2.3)

where the coupling is defined as

a =
g2N

8π2
. (2.4)

For the first two loop orders, one obtains

w(1)
n = W (1)

n , w(2)
n = W (2)

n −
1

2

(

W (1)
n

)2
. (2.5)

The one-loop coefficient w(1)
n was evaluated in Refs. [11, 12], where it was given in terms

of the one-loop n-point MHV amplitude,

w(1)
n =

Γ(1 − 2ε)

Γ2(1 − ε)
m(1)

n = m(1)
n − n

ζ2

2
+ O(ε) , (2.6)

where the amplitude is a sum of one-loop two-mass-easy box functions [30],

m(1)
n =

∑

p,q

F 2me(p, q, P,Q) , (2.7)

where p and q are two external momenta corresponding to two opposite massless legs,

while the two remaining legs P and Q are massive. The two-loop coefficient w(2)
n has been

computed analytically for n = 4 [13] and n = 5 [14] and numerically for n = 6 [16] and

n = 7, 8 [17].

In Ref. [14] it was established that the Wilson loop fulfils a special conformal Ward

identity, whose solution is the BDS ansatz plus, for n ≥ 6, an arbitrary function of the

conformally invariant cross-ratios, defined in Eq. (2.11). Thus, the two-loop coefficient w(2)
n

can be written as

w(2)
n (ε) = f (2)

WL(ε)w(1)
n (2ε) + C(2)

WL + R(2)
n,WL + O(ε) , (2.8)

where the constant is the same as in Eq. (1.2), C(2)
WL = C(2) = −ζ2

2/2, and the function

f (2)
WL(ε) is [13, 17, 31]2,

f (2)
WL(ε) = −ζ2 + 7ζ3ε − 5ζ4ε

2 . (2.9)

With the two-loop coefficient w(2)
n given by Eqs. (2.8) and (2.9) and the two-loop MHV

amplitude given by Eqs. (1.2) and (1.3), the duality between Wilson loops and amplitudes

is expressed by the equality of their remainder functions [17],

R(2)
n,WL = R(2)

n . (2.10)

Defining the conformally invariant cross ratios as,

uij =
x2

ij+1x
2
i+1j

x2
ijx

2
i+1j+1

, (2.11)

2Note that because of the different normalisation between the one-loop amplitude and the Wilson loop

(2.6), f
(2)
WL

differs from the analogous function for the amplitude, given after Eq. (1.2).

– 4 –

• ... but we can always add an arbitrary function of 
conformal invariants and we still obtain a solution to the 
Ward identities!
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[Drummond, Henn, 
Korchemsky, Sokatchev]
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The remainder function

• For on-shell amplitudes with n = 4, 5, we do not have 
enough momenta to form non-trivial cross ratios
➡ The full answer is given to all orders by the 

‘inhomogeneous’ solution:

w(2)
4 (�) = f (2)

WL(�) w(1)
4 (2�) + C(2)

WL +O(�)

w(2)
5 (�) = f (2)

WL(�) w(1)
5 (2�) + C(2)

WL +O(�)

• For on-shell amplitudes with n = 6 or more, we have non-
trivial cross ratios:

w(2)
6 (�) = f (2)

WL(�) w(1)
6 (2�) + C(2)

WL + R(2)
6 (u1, u2, u3) +O(�)

u1 =
s12 s45

s123 s345
, u2 =

s23 s56

s123 s234
, u3 =

s34 s61

s234 s345
,
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The remainder function
• Dihedral symmetry of the amplitude implies symmetries for 

the remainder function.
➡ For n = 6, the remainder function is completely 

symmetric.

• Multi-collinear limits:

➡ For n = 6, the remainder function vanishes in the two-
particle collinear limits.

• It vanishes in the multi-Regge limit (in the Euclidean 
region).

• Depends on conformal ratios only, but functional form not 
fixed by symmetry.

If we factor out the corresponding tree level amplitude, then the object
(

ANonMHV
n /ANonMHV tree

n

)

(s, u, h)

(Aref
n /Aref tree

n ) (s, ũ, h̃)
. (2.12)

is not only finite but we expect it to be (dual) conformally invariant in view of the
expected dual conformal properties of non-MHV amplitudes [20–22]. Normalisation
of all amplitudes by the tree-level factor also naturally fits with the proposal [23]
that in the strong coupling regime any generic (MHV or NonMHV) amplitude is
the product of the corresponding tree-level amplitude and the helicity-independent
exponential factor involving the same semiclassical action (area) as the one found for
MHV amplitudes in [1]. Of course the Wilson loop dual for non-MHV amplitudes is
not known at present.

In the rest of the paper we will concentrate on the ratio of Wilson loops (2.8) in
N = 4 SYM at large N . In the next section we will define the kinematics for the
continuous families of regular polygons which will be needed for our applications.

A Note on multi-collinear limits

One nice property of the remainder function is its very simple transformation
properties under collinear limits [8]

Rn → Rn−k +Rk+4 (2.13)

for a (k+1)-collinear limit, ie where (k+1) momenta become collinear. This equation
is plotted in figure 1. The first term on the right-hand side is the reduced n − k
polygon emerging in this multi-collinear limit. Meanwhile the second term arises
from the (k+1)-collinear splitting function 7. Note that the latter is present because
the collinear limit is taken after expanding the full Wilson loop in ε (that is the
distance between the k vertices and the dotted line is limited by the UV cutoff.)

It is a nice feature that both terms on the right-hand side are themselves remainder
functions of different ranks. In this multi-collinear limit, the entire set of cross-ratios
of Rn decomposes into the set of cross-ratios for Rn−k and the set of cross-ratios for
Rk+4. These two sets can be most easily determined from figure 1. In particular one
draws all independent u-cross-ratios correspnding to the first polygon on the right-
hand side for the first set, and all independent cross-ratios within the second polygon
for the second set. The first set is independent of the muti-collinear momenta whereas
the second set depends only on the multi-collinear variables (z1, . . . zk+1 and the ratios
of vanishing kinematic invariants.)

7More precisely the part of the splitting function not already contained in the BDS expression.
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• Using a geometric setup allowed to obtain several special 
cases of remainder functions at strong coupling:
➡ for six edges, in 3+1 dimensions when all cross ratios 

are equal

Strong coupling results
As µ is real and very large, u is very close to zero. As we approach µ = 1, u grows

until u = 1/4 at µ = 1. For u > 1/4, µ is a phase, with µ = −1 at u = 1 and u becoming

very large as µ approaches −i.

The final answer for the remainder function in this regime is then obtained by adding

up all the contributions

R(u, u, u) = −π

6
+

1

3π
φ2 +

3

8

(

log2 u + 2Li2(1 − u)
)

, u =
1

4 cos2(φ/3)
(5.11)

This is the remainder function for the scattering of six gluons at strong coupling in the

particular kinematical configuration in which all the cross-ratios ui coincide.
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Fig. 16: Remainder function (5.11) at strong coupling for u1 = u2 = u2 = u

5.2. A curious observation

The remainder function at two loops for the case at hand was extensively considered in

[42], based on previous work [13,12,43]. In that paper the remainder function was computed

numerically for several values of u (in particular, u = 1/9, 1/4, 1, 3.83 and u = 100). We

could try to fit their numerics by a function with some arbitrary coefficients but the general

structure of (5.11) , similar to what it was done in [44] for the case of the octagon in AdS3.

More precisely, we consider a function of the form

Rc1,c2,c3
= c1

(

−π

6
+

1

3π
φ2

)

+ c2
3

8

(

log2 u + 2Li2(1 − u)
)

+ c3 (5.12)

The idea is that the high temperature of the TBA equations are not too sensitive to the

precise form of the kernels, so that perhaps this functional form holds for all values of the

coupling. In addition, in our computation, the two terms arise in a somewhat independent

fashion, so we have given us the freedom to change their relative coefficients11. It turns

out that for certain values of c′s, namely c1 ≈ 12.2, c2 ≈ 11.4, c3 ≈ −9.1, we get a quite

good approximation of the two loops result, see the following figure

11 Note that we obtain that c1/c2 ≈ 1.07, which is close to one, so perhaps we should not change

the relative coefficients of the two terms!
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➡ for eight edges, in 1+1 dimensions

0.0 0.2 0.4 0.6 0.8 1.0
!1.0

!0.8

!0.6

!0.4

!0.2

0.0

!m!
0.0 0.2 0.4 0.6 0.8 1.0

!1.0

!0.8

!0.6

!0.4

!0.2

0.0

!m!

Figure 1: Plot for R
(2)
8 (red) and R

strong
8 (blue) as a function of |m| for φ = 0 (left) and φ = π/4

(right). Note that the two curves basically overlap and that the numerical difference between them
is too small to be appreciated by eye.

Eq. (3.2) is the main result of this paper. We checked its correctness by comparing to

various points obtained by the numerical code of Ref. [13]6. Note that in Eq. (3.2) the

symmetry properties (2.15) of the remainder function are manifest. Furthermore, in the

limit where one of the χ variables becomes large or small, Eq. (3.2) immediately reduces

to −π4

18 , in agreement with Eq. (2.16). Finally, we can extract from Eq. (3.2) the value of

the regular octagon, which corresponds to χ± = 1,

R(2)
8,WL(1, 1) = −

π4

18
−

1

2
ln4 2 " −5.52703 . . . , (3.3)

in a very good agreement with the numerical value quoted in Ref. [13].

4. Comparison to the strong coupling result

In Ref. [18] the strong coupling octagon remainder function was given in terms of a

one-dimensional integral,

Rstrong
8,WL = −

1

2
ln

(

1 + χ−
)

ln

(

1 +
1

χ+

)

+
7π

6

+

∫ +∞

−∞
dt

|m| sinh t

tanh(2t+ 2iφ)
ln
(

1 + e−2π|m| cosh t
)

,

(4.1)

where m = |m|eiφ is a complex variable related to χ± via

χ+ = e2πImm and χ− = e−2πRem . (4.2)

Eq. (4.1) is valid in the first quadrant of the complex m-plane, 0 < φ < π
2 , and is extended

over the whole complex plane by analytic continuation. Note that Eq. (4.1) is invariant

under φ → φ+ π
2 , reflecting the invariance of the remainder function under exchange and

6We are grateful to Paul Heslop and Valya Khoze for providing us with this check.
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• Anastasiou, Brandhuber, Heslop, Khoze, Spence and 
Travaglini worked out the two-loop Wilson loop diagrams:

...

• Each of these diagrams is an integral, similar to a Feynman 
parameter integral.

• Allowed to perform a numerical study of the two-loop 
remainder functions.

Weak coupling

Dienstag, 7. Juni 2011



Weak coupling

• For n = 6, many of the integrals can be computed explicitly, 
but one is particularly ’hard’:

• The integrals do not explicitly depend on conformal ratios.

• The integrals can however be computed numerically.

We also set D = 4 − 2εUV = 4 + 2ε where εUV = −ε > 0. The special four-point case
is considered later.

We write this diagram in the most general configuration as9

fH(p1, p2, p3; Q1, Q2, Q3)

:=
Γ(2 − 2εUV)

Γ(1 − εUV)2

∫ 1

0

( 3∏

i=1

dτi

)∫ 1

0

( 3∏

i=1

dαi

)
δ(1 −

3∑

i=1

αi) (α1α2α3)
−εUV

N
D2−2εUV

,

(B.1)

where
D := −α1α2(z1 − z2)

2 − α2α3(z2 − z3)
2 − α1α3(z1 − z3)

2 , (B.2)

and

(z1 − z2)
2 = Q2

3 + 2(p1p2)(1 − τ1)τ2 + 2(Q3p1)(1 − τ1) + 2(Q3p2)τ2 , (B.3)

(z2 − z3)
2 = Q2

1 + 2(p2p3)(1 − τ2)τ3 + 2(Q1p2)(1 − τ2) + 2(Q1p3)τ3 ,

(z3 − z1)
2 = Q2

2 + 2(p3p1)(1 − τ3)τ1 + 2(Q2p3)(1 − τ3) + 2(Q2p1)τ1 .

The original expressions for the zi − zi+1 are

zi − zi+1 = Qi+2 + pi(1 − τi) + pi+1τi+1 , i = 1, 2, 3 . (B.4)

The expression for the numerator N has two kinds of terms. The first three lines
involve τ and α parameters, whereas the remaining three lines involve only the τ
parameters. It is given by

N = 2(p1p2)(p1p3)
[
α1α2(1 − τ1) + α3α1τ1

]

+ 2(p1p2)(p2p3)
[
α2α3(1 − τ2) + α1α2τ2

]

+ 2(p1p3)(p2p3)
[
α3α1(1 − τ3) + α2α3τ3

]

+ 2α1α2

[
2(p1p2)(p3Q3) − (p2p3)(p1Q3) − (p3p1)(p2Q3)

]

+ 2α2α3

[
2(p2p3)(p1Q1) − (p3p1)(p2Q1) − (p1p2)(p3Q1)

]

+ 2α3α1

[
2(p3p1)(p2Q2) − (p1p2)(p3Q2) − (p2p3)(p1Q2)

]
. (B.5)

B.1 Four-point case

The four-point case can be obtained by setting

Q3 = Q1 = 0 , Q2 = p4 = −(p1 + p2 + p3) , (B.6)

9We remind the reader that we will always suppress the common prefactor defined in (4.1) from
the expression of all diagrams.
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An excursion to multi-Regge 
kinematics

• Multi-Regge kinematics are defined by

7.2. The multi-Regge limit 71

of gauge theory amplitudes. The idea is to perform the computation in some simplified kinematics

(in this case the regime of high-energy) where the computation is simpler, and thus gaining some

information on the BDS remainder function in these simplified kinematics. The first chapter of this

part is devoted to the introduction of the high-energy limit for tree-level amplitudes and to the

notations and conventions we use. Along the way we present a novel result for the computation

of certain universal building blocks that appear in this limit, based on the MHV formalism and

an extension of the corresponding result proved for antenna functions in Chapter 5. In Chapter 8

we extend the high-energy limit to amplitudes beyond tree level, and in Chapter 9 we review in

more detail the ABDK/BDS ansatz, and we show what the ansatz becomes in the high-energy

limit. The last two chapters are then concerned with the first analytic computation of the five-point

MSYM amplitude at one and two-loop accuracy, albeit in simplified kinematics, namely those of the

high-energy limit.

7.2 The multi-Regge limit

Let us consider an n-point color-ordered tree-level gluon amplitude, An(1, . . . , n), describing the 2-

to-(n−2) scattering (−p1), (−p2) → p3, . . . , pn. In multi-Regge kinematics [84], the produced gluons

are strongly ordered in rapidity and have comparable transverse momenta,

y3 # y4 # . . . # yn−1 # yn and |p3⊥| $ |p4⊥| $ . . . $ |pn−1⊥| $ |pn⊥|, (7.2)

where p⊥ = px + ipy denotes the complex transverse momentum. In this kinematics, the two-particle

invariants can be written in the approximate form

s ≡ s12 $ |p3⊥||pn⊥|ey3−yn ,

s1i $ −|p3⊥||pi⊥|ey3−yi ,

s2i $ −|pi⊥||pn⊥|eyi−yn ,

sij $ |pi⊥||pj⊥|e|yi−yj | .

(7.3)

It follows then from the kinematics (7.2) that the total scattering energy s is much larger than

any other two-particle invariant, which justifies the identification of the multi-Regge limit with the

high-energy limit. If we label the momenta transferred in the t-channel by

q1 = p1 + pn

qi = qi−1 + pn−i+1, for 2 ≤ i ≤ n − 4

qn−3 = − p2 − p3,

(7.4)

with virtualities ti = q2
i , then it is easy to see that in multi-Regge kinematics the t-channel momen-

tum flow is determined by the transverse components only, ti $ −|qi⊥|2. If we furthermore define

si = sn−i,n−i+1, the multi-Regge limit implies the hierarchy of scales,

s # s1, s2, . . . , sn−3 # −t1, −t2, . . . ,−tn−3 . (7.5)

Eq. (7.5) has the practical advantage that it is formulated in terms of two-particle invariants rather

than rapidities, and it makes the high-energy behavior of the limit explicit. It does however not
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Figure 7.1: Amplitude in multi-Regge kinematics. The green blobs indicate the coefficient functions
(impact factors) and the Lipatov vertices describing the emission of gluons along the ladder.

where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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where we defined
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i
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4 + . . . + p+
n−1

. (7.21)

Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
1

t3
V (0)

n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)
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the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)
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i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in
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n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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where we defined
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
1

t3
V (0)

n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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where we defined
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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where we defined
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
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n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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where we defined
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
1

t3
V (0)

n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)

• Multi-Regge kinematics

y3 � y4 � y5 � y6

|p3⊥|2 � |p4⊥|2 � |p5⊥|2 � |p6⊥|2
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
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• In the multi-Regge limit, the 
cross ratios become trivial:

JHEP12(2008)097
The same arguments can be repeated for three-loop case: in the three-loop expansion

of the six-point amplitude (4.25) no new vertices or coefficient functions occur. Thus,

using the explicit expressions of V (3), C(3) and α(3) in eq. (4.25) one can assemble the

three-loop six-point amplitude in the multi-Regge kinematics. However, even without

knowing the explicit expression of the three-loop Lipatov vertex (5.17), it is easy to see by

substitution that the iterative structure of eqs. (5.8), (5.16) and (5.17) ensures that the six-

point amplitude (4.25) fulfils the three-loop iterative formula (5.14) for n = 6. Because no
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multi-Regge kinematics.

6. Proof of BDS ansatz in multi-Regge kinematics

In the previous section, we derived iterative relations for the three building blocks that occur

in the multi-Regge factorisation of gluonic amplitudes, the Regge trajectory, the coefficient

functions and the Lipatov vertex. We argued that the high-energy prescription implied

that the six-gluon amplitude also satisfies the BDS ansatz (in the restricted kinematics

where the high energy prescription is valid). In this section, we are going to prove that

the BDS ansatz is fully consistent with multi-Regge factorisation. In particular, we show

that, if BDS holds true for four- and five-point amplitudes, then it also holds true for any

n-gluon amplitude (in multi-Regge kinematics).

We start by deriving exponentiated forms for the coefficient functions and the Lipatov

vertex. If the BDS ansatz holds true for the four-point amplitude, then we can immediately

insert the tree- and one-loop four-gluon amplitudes in multi-Regge kinematics

m(0)
4 =g2C(0)(p2, p3)

s

t
C(0)(p1, p4),

m(1)
4 (lε) =2C̄(1)(t, τ, lε) + ᾱ(1)(t, lε) ln
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Figure 7.1: Amplitude in multi-Regge kinematics. The green blobs indicate the coefficient functions
(impact factors) and the Lipatov vertices describing the emission of gluons along the ladder.

where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),

V (0)
n−4

(

q2; 4
+, . . . , (n − 1)+; q1

)

=
q∗2⊥ q1⊥

p4⊥

√

x4

xn−1

1

〈45〉 . . . 〈(n − 2)(n − 1)〉 ,

V (0)
n−4

(

q2; 4
−, . . . , (n − 1)−; q1

)

=
[

V (0)
n−4

(

q2; 3
+, . . . , (n − 1)+; q1

)

]∗
,

(7.20)

where we defined

xi =
p+

i

p+
3 + p+

4 + . . . + p+
n−1

. (7.21)

Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
1

t3
V (0)

n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn , and q2 = −p2 − p3 ,

(7.19)

and ti = q 2
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2 ; 4; q1) = V (0)(q2 ; 4; q1).

(7.22)

In the limit of more restrictive kinematics, say
y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn

(7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,
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Figure 7.1: Amplitude in multi-Regge kinematics. The green blobs indicate the coefficient functions
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
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n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
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In the limit of more restrictive kinematics, say
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It is easy to see that in this limit the three conformally invariant cross-ratios (2.12) do not

take trivial limiting values [24],

u1 → uQMRK
1 =

s45
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5 )(p−4 + p−5 )
= O(1) ,
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+
3 p−4

p+
3 (p−4 + p−5 )(|p3⊥ + p4⊥|2 + p+

5 p−4 )
= O(1) .

(3.4)

A similar analysis can be carried through for the seven-edged Wilson loop, w(L)
7 . We

have verified that the simplest limit to feature an exact Regge factorisation is the QMRK

of three-of-a-kind along the ladder [27]. In the physical region, the outgoing gluons are

strongly ordered in rapidity, except for a cluster of three along the ladder,

y3 " y4 # y5 # y6 " y7; |p3⊥| # |p4⊥| # |p5⊥| # |p6⊥| # |p7⊥| . (3.5)

In the Euclidean region, the Mandelstam invariants are ordered as follows,

−s12 " −s123,−s345,−s567,−s712,−s34,−s67 "

" −s23,−s45,−s56,−s71,−s234,−s456,−s671 .
(3.6)

Through a parameter λ % 1, the hierarchy above is equivalent to the rescaling

{s123, s345, s567, s712, s34, s67} = O(λ) ,

{s23, s45, s56, s71, s234, s456, s671} = O(λ2) .
(3.7)

Using eq. (2.11), and the fact that x2
ij+1 = si···j , it is easy to see that the seven cross ratios

of the seven-edged Wilson loop do not take trivial limiting values under the rescaling (3.7),

{u14, u25, u36, u47, u51, u62, u73} = O(1) . (3.8)

Thus, the dependence of w(L)
7 on the seven cross ratios is not modified by the QMRK of

three-of-a-kind along the ladder (3.6), and hence w(L)
7 undergoes an exact Regge factorisa-

tion in this limit.

The same pattern unfolds for the eight-edged Wilson loop, w(L)
8 . The simplest limit to

feature an exact Regge factorisation is the QMRK of four-of-a-kind along the ladder [28].

In the physical region, the outgoing gluons are strongly ordered in rapidity, except for a

cluster of four along the ladder,

y3 " y4 # y5 # y6 # y7 " y8; |p3⊥| # |p4⊥| # |p5⊥| # |p6⊥| # |p7⊥| # |p8⊥| . (3.9)

In the Euclidean region, the Mandelstam invariants are ordered as follows,

−s12 " −s1234,−s3456,−s123,−s345,−s678,−s812,−s34,−s78 "

" −s2345,−s4567,−s234,−s456,−s567,−s781,−s23,−s45,−s56,−s67,−s81.
(3.10)
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Figure 7.1: Amplitude in multi-Regge kinematics. The green blobs indicate the coefficient functions
(impact factors) and the Lipatov vertices describing the emission of gluons along the ladder.

where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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)
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=
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+, . . . , (n − 1)+; q1

)

]∗
,

(7.20)

where we defined

xi =
p+

i

p+
3 + p+

4 + . . . + p+
n−1

. (7.21)

Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
1

t3
V (0)

n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)
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i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn , and q2 = −p2 − p3,

(7.19)

and ti = q 2
i " −|qi⊥|2. The coefficient functions C (0)

appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2 ; 4; q1).

(7.22)

In the limit of more restrictive kinematics, sayy3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn

(7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,
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Note that for n = 5 we recover
the Lipatov vertex defined in Eq. (7.15),

V
(0)
1

(q2; 4; q1) = V
(0) (q2; 4; q1).

(7.22)

In the limit of more restrict
ive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn

(7.23)

the amplitude must factoriz
e accordingly, which implies that the Lipatov vertices

themselves must

factoriz
e,

V
(0)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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,
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where we defined
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3 + p+
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. (7.21)

Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
1

t3
V (0)

n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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where we defined
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,
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t3
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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where we defined
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Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
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where qi and ti denote the momenta transferred in the t-channel,

q1 = p1 + pn, and q2 = −p2 − p3, (7.19)

and ti = q2
i " −|qi⊥|2. The coefficient functions C(0) appearing in Eq. (7.18) are the same as in

Eq. (7.14). The functions V (0)
n−4 are the tree-level Lipatov vertices describing the emission of (n− 4)

gluons with comparable rapidity along the ladder. In the special case where all the gluons have the

same helicity a simple formula valid for arbitrary n can be derived from Eq. (1.19),
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)

=
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]∗
,

(7.20)

where we defined

xi =
p+

i

p+
3 + p+

4 + . . . + p+
n−1

. (7.21)

Note that for n = 5 we recover the Lipatov vertex defined in Eq. (7.15),

V (0)
1 (q2; 4; q1) = V (0)(q2; 4; q1). (7.22)

In the limit of more restrictive kinematics, say

y3 % y4 " . . . " ym % ym+1 " . . . " yn−1 % yn (7.23)

the amplitude must factorize accordingly, which implies that the Lipatov vertices themselves must

factorize,

V (0)
n−4(q2; 4, . . . , n − 1; q1) = V (0)

m−3(q2; 4, . . . ,m; q3)
1

t3
V (0)

n−m−1(q3;m + 1, . . . , n − 1; q1), (7.24)

• The result is in fact even stronger:

• This limit leaves the conformal cross ratios unchanged 
for an arbitrary number of edges.

• This result is in fact true for Wilson loops with an 
arbitrary number of edges and loops!

The (logarithm of the) Wilson-loop is Regge-exact in this 
limit, i.e., it is the same in this special kinematics and in 
arbitrary kinematics

[Del Duca, CD, Smirnov]

y3 � y4 � . . . � yn−1 � yn

|p3⊥|2 � . . . � |pn⊥|2

Dienstag, 7. Juni 2011



The six-point remainder function

• Due to Regge-exactness, it is enough to compute the 
remainder function in this restricted area of phase space.

• In the limit, all integrals are

➡ at most three-fold.
➡ dependent on conformal cross ratios only.

• The resulting integrals are much simpler and can be 
solved in a closed form, and we can extract the two-loop 
six-point remainder function,

exponential,

〈W [Cn]〉 = 1 +
∞
∑

L=1

aLW (L)
n = exp

∞
∑

L=1

aLw(L)
n , (2.3)

where the coupling is defined as

a =
g2N

8π2
. (2.4)

For the first two loop orders, one obtains

w(1)
n = W (1)

n , w(2)
n = W (2)

n −
1

2

(

W (1)
n

)2
. (2.5)

The one-loop coefficient w(1)
n was evaluated in Refs. [11, 12], where it was given in terms

of the one-loop n-point MHV amplitude,

w(1)
n =

Γ(1 − 2ε)

Γ2(1 − ε)
m(1)

n = m(1)
n − n

ζ2

2
+ O(ε) , (2.6)

where the amplitude is a sum of one-loop two-mass-easy box functions [30],

m(1)
n =

∑

p,q

F 2me(p, q, P,Q) , (2.7)

where p and q are two external momenta corresponding to two opposite massless legs,

while the two remaining legs P and Q are massive. The two-loop coefficient w(2)
n has been

computed analytically for n = 4 [13] and n = 5 [14] and numerically for n = 6 [16] and

n = 7, 8 [17].

In Ref. [14] it was established that the Wilson loop fulfils a special conformal Ward

identity, whose solution is the BDS ansatz plus, for n ≥ 6, an arbitrary function of the

conformally invariant cross-ratios, defined in Eq. (2.11). Thus, the two-loop coefficient w(2)
n

can be written as

w(2)
n (ε) = f (2)

WL(ε)w(1)
n (2ε) + C(2)

WL + R(2)
n,WL + O(ε) , (2.8)

where the constant is the same as in Eq. (1.2), C(2)
WL = C(2) = −ζ2

2/2, and the function

f (2)
WL(ε) is [13, 17, 31]2,

f (2)
WL(ε) = −ζ2 + 7ζ3ε − 5ζ4ε

2 . (2.9)

With the two-loop coefficient w(2)
n given by Eqs. (2.8) and (2.9) and the two-loop MHV

amplitude given by Eqs. (1.2) and (1.3), the duality between Wilson loops and amplitudes

is expressed by the equality of their remainder functions [17],

R(2)
n,WL = R(2)

n . (2.10)

Defining the conformally invariant cross ratios as,

uij =
x2

ij+1x
2
i+1j

x2
ijx

2
i+1j+1

, (2.11)

2Note that because of the different normalisation between the one-loop amplitude and the Wilson loop

(2.6), f
(2)
WL

differs from the analogous function for the amplitude, given after Eq. (1.2).
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The six-point remainder function

[Goncharov, Spradlin, Volovich, Vergu]

the expression should provide encouragement and guidance as we seek deeper understanding

of SYM at loop level.

We present our new expression for R(2)
6 in the next section and then describe the algorithm

by which it was obtained.

II. THE REMAINDER FUNCTION R
(2)
6

The remainder function R(2)
6 is usually presented as a function of the three dual conformal

cross-ratios

u1 =
s12s45
s123s345

, u2 =
s23s56
s234s123

, u3 =
s35s61
s345s234

, (1)

of the momentum invariants si···j = (ki+ · · · kj)2, though we will see shortly that cross-ratios

of momentum twistor invariants are more natural variables. In terms of

x±
i = uix

±, x± =
u1 + u2 + u3 − 1±

√
∆

2u1u2u3
, (2)

where ∆ = (u1 + u2 + u3 − 1)2 − 4u1u2u3, we find

R(u1, u2, u3) =
3

∑

i=1

(

L4(x
+
i , x

−
i )−

1

2
Li4(1− 1/ui)

)

− 1

8

(
3

∑

i=1

Li2(1− 1/ui)

)2

+
J4

24
+ χ

π2

12

(

J2 + ζ(2)
)

. (3)

Here we use the functions

L4(x
+, x−) =

3
∑

m=0

(−1)m

(2m)!!
log(x+x−)m($4−m(x

+) + $4−m(x
−)) +

1

8!!
log(x+x−)4 (4)

and

$n(x) =
1

2
(Lin(x)− (−1)n Lin(1/x)) , (5)

as well as the quantities

J =
3

∑

i=1

($1(x
+
i )− $1(x

−
i )),

χ =








−2 ∆ > 0 and u1 + u2 + u3 > 1,

+1 otherwise.

(6)

3

the expression should provide encouragement and guidance as we seek deeper understanding
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• Arguments are cross ratios in momentum twistor space:

in P1 (with an SL(2,C) redundancy) via

u1 =
z23z56
z25z36

, u2 =
z16z34
z14z36

, u3 =
z12z45
z14z25

, (8)

where zij = zi − zj . One virtue of these coordinates is that ∆ becomes a perfect square, so

that the u±
jkl are rational functions of the zij . (The v±jkl completely drop out as explained in

the following subsection.)

We anticipate that for general n the best variables for studying the remainder function

will be the momentum twistors of [17]. Indeed the z variables may be thought of as a

particular simplification of momentum twistors which is valid for the special case n = 6 via

the relation 〈abcd〉 ∝ zabzaczadzbczbdzcd. In terms of momentum twistors

u1 =
〈1234〉〈4561〉
〈1245〉〈3461〉, x+

1 = −〈1456〉〈2356〉
〈1256〉〈3456〉 , etc. (9)

B. The Symbol of a Transcendental Function

We define a function Tn of transcendentality degree n as one which can be written as an

n-fold iterated integral

Tn =

∫ b

a

d logR1 ◦ · · · ◦ d logRn, (10)

where a and b are rational numbers, Ri are rational functions with rational coefficients and

the iterated integrals are defined recursively by
∫ b

a

d logR1 ◦ · · · ◦ d logRn =

∫ b

a

(∫ t

a

d logR1 ◦ · · · ◦ d logRn−1

)

d logRn(t). (11)

The integrals are taken along paths from a to b. The issue of local path independence, or

homotopy invariance, is important (see [28]), and we have checked that the symbol of R(2)
6

has this property.

A useful quantity associated with Tk is its symbol, an element of the k-fold tensor product

of the multiplicative group of rational functions modulo constants (see [28, sec. 3]). The

symbol of the function shown in (10) is defined by

symbol(Tn) = R1 ⊗ · · ·⊗ Rn. (12)

The group property for rational functions Ri modulo constants implies that

R1 · · ·⊗ (RaRb)⊗ · · ·Rk = R1 · · ·⊗ Ra ⊗ · · ·Rk +R1 · · ·⊗ Rb ⊗ · · ·Rk, (13)

R1 · · ·⊗ (cRa)⊗ · · ·Rk = R1 · · ·⊗ Ra ⊗ · · ·Rk, (14)

5

• The expression we obtained was considerably simplified 
by Goncharov, Spradlin, Vergu and Volovich.
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Symbols

• The simplification of the hexagon remainder function 
went hand in hand with the introduction of a new 
mathematical tool: the symbol.

• Hand-waving idea: Associate a ‘tensor calculus’ to 
polylogarithms that incorporates the functional identities.

Polylogarithm Symbol

Function Tensor

Functional equation Algebraic identity

Dienstag, 7. Juni 2011



• The techniques we developed for the computation of the 
six-point remainder function can also be applied to 
Wilson loops with more edges.

• We focus on the 1+1 dimensional setup studied at strong 
coupling.

Remainders with more points
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• The techniques we developed for the computation of the 
six-point remainder function can also be applied to 
Wilson loops with more edges.

• We focus on the 1+1 dimensional setup studied at strong 
coupling.

• The final answer involves 25.000 terms... 

... but they all collapse to 

the parametric representations of the Wilson loop diagrams given in Ref. [12] and derive

appropriate Mellin–Barnes (MB) representations for all of them. In multi-loop calculations

it is sometimes difficult to find an optimal choice for the MB representation. However, in

our case the MB representations are introduced in a straightforward way using the basic

formula,

1

(A+B)λ
=

1

Γ(λ)

∫ +i∞

−i∞

dz

2πi
Γ(−z)Γ(λ+ z)

Az

Bλ+z
, (3.1)

where the contour is chosen such as to separate the poles in Γ(. . . − z) from the poles in

Γ(. . . + z). Note that in our case λ equals an integer plus an off-set corresponding to the

dimensional regulator ε. In order to resolve the singularity structures in ε, we apply the

strategy based on the MB representation and given in Refs. [27, 28, 29, 30]. To this effect,

we apply the codes MB [31] and MBresolve [32] and obtain a set of MB integrals which

can safely be expanded in ε under the integration sign. After applying these codes, all

the integration contours are straight vertical lines. At the end of this procedure, the most

complicated integral is expressed as a tenfold MB integral, which is dependent on ratios of

Mandelstam invariants.

We then simplify the computation by exploiting the Regge exactness of the Wilson

loop [14] and extract the leading quasi-multi-Regge behaviour by applying MBasymptotics

[33]. Finally, we apply barnesroutines [34] to perform integrations that can be done by

corollaries of Barnes lemmas. We arrive at a representation in terms of at most fivefold

integrals depending explicitly on the cross ratios only4. We checked numerically that

the sum of the MB integrals in the QMRK equals the sum of all the original parametric

integrals, the latter being evaluated numerically using FIESTA [35, 36], as well as comparing

directly to results obtained by the numerical code of Ref. [12]. It is worth noting that,

although the individual integrals have undergone a huge simplification, due to the Regge

exactness of the Wilson loop the representation of w(2)
8 obtained in this way is valid in

arbitrary kinematics.

The integrals we obtained can be simplified further by introducing the χ± variables

via Eq. (2.14). Since most of the cross ratios become one in this limit, many of the MB

integrals can be done in closed form using (corollaries of) Barnes lemmas, which, after

some additional massaging, leaves us with at most twofold integrals to compute. All the

integrals can now be computed by closing the contours at infinity and summing up the

residues in the poles of the Γ functions. The sums we obtain are nested harmonic sums [37]

that sum up to (multiple) polylogarithms, a task that can easily be performed using the

FORM code XSummer [38]5. Combining all the terms, and after a final massaging, we arrive

at a very simple expression for the octagon remainder function,

R(2)
8,WL(χ

+,χ−) = −
π4

18
−

1

2
ln

(

1 + χ+
)

ln

(

1 +
1

χ+

)

ln
(

1 + χ−
)

ln

(

1 +
1

χ−

)

. (3.2)

4However, the coefficients of the integrals depend on logarithms of Mandelstam invariants.
5In intermediate steps, some of the integrals also get contributions from multiple binomial sums [39, 40].

All of these terms cancel however in the sum over all contributions.

– 6 –

Remainders with more points

[Del Duca, CD, Smirnov]
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Remainders in 1+1 dimensions

• Interesting observation: R8 is the simplest function 
consistent with the cyclic symmetry and collinear limits.
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• Inspired by this simplicity, Heslop and Khoze have 
shown by a numerical analysis that this structure extends 
beyond eight points:

The 12 point Wilson loop which satisfies these properties is

R12 = −1/2
(

log(u1) log(u2) log(u3) log(u4) + 11 cyclic

+ log(u1) log(u2) log(u3) log(v4) + 11 cyclic

+ log(u1) log(u2) log(v3) log(v4) + 11 cyclic

+ log(u1) log(v2) log(v3) log(v4) + 11 cyclic

+ log(v1) log(v2) log(v3) log(v4) + 5 cyclic
)

− π4/9 . (4.8)

There is another collinear limit one can consider on R12, the quintuple collinear
limit. Under this limit we have

u5 → 1, u11 → 1, v3 → 1, v5 → 1, v1 → 0 , (4.9)

and the remainder should split as

R12(u; v) → R8(u1, u2, u3, u4v4v12) +R8(u7, u8, u9, u10v4u6) . (4.10)

This is a highly non-trivial check of our function R12 and we stress that no information
from this quintuple collinear limit was used in the determination of R12. Nevertheless,
as one can easily check, the function R12 defined in (4.8) satisfies (4.10) in this collinear
limit.

Finally, we have checked that the analytic expression (4.8) agrees well with a
sample of numerical data points which we computed for n = 12.

4.3 General n-point at two loops

The above results at 8, 10 and 12 points are special cases of the following formula for
general n

Rn = −
1

2

(

∑

S

log(ui1i5) log(ui2i6) log(ui3i7) log(ui4i8)
)

−
π4

72
(n− 4) , (4.11)

where the sum runs over the set

S =
{

i1, . . . i8 : 1 ≤ i1 < i2 < · · · < i8 ≤ n, ik − ik−1 = odd
}

. (4.12)

This sum has the following geometrical interpretation. Represent the cross-ratios uij

as lines from edge i to j of our polygonal contour and assign a label + or − to the line
corresponding to whether i, j are both odd or both even (corresponding to whether

11

• This structure was recently confirmed by Gaiotto, 
Maldacena, Sever and Vieira using collinear OPE.
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• So far, no analytic results are known for remainder 
functions in general kinematics beyond six points.

• Recently, Caron-Huot computed the symbol of all two-
loop remainder functions.

• Open question: Can we ‘integrate’ the symbol to a 
function?

Remainders with more points

➡ Interesting point: The symbol already tells us that 
starting from n = 7 classical polylogarithms will no 
longer be enough.

• Insight might come from an unexpected front...

Dienstag, 7. Juni 2011



• The massless scalar one-loop hexagon integral in D=6 
dimensions

One-loop Hexagons in 6 dimensions

➡ is finite,
➡ dual conformally invariant,
➡ a weight 3 function.
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The massless hexagon integral in D = 6 dimensions
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We evaluate the massless one-loop hexagon integral in six dimensions. The result is given in terms
of standard polylogarithms of uniform transcendental weight three, its functional form resembling
the one of the remainder function of the two-loop hexagon Wilson loop in four dimensions.

In this short note we are concerned with the computa-
tion of the scalar one-loop integral in D = 6 dimensions,

ID=6
6 =

∫
d6k

iπ3

5
∏

i=0

1

Di
, (1)

with

D0 = k2 and Di = (k + pi)
2, for i = 1, . . . , 5 . (2)

The external momenta, labeled by pi, i = 1, . . . , 6, are
lightlike, p2i = 0, and all ingoing, such that momentum
conservation reads

6
∑

i=1

pi = 0 . (3)

We consider the integral in Euclidean kinematics where
all Mandelstam invariants are taken to be negative,
(p1+ . . .+pj)2 < 0, and the integral is real. The massless
hexagon integral is finite in D = 6 dimension, so that no
regularization is required and we can perform the com-
putation in strictly six dimensions.
We introduce dual coordinates [1, 2],

pi = xi − xi+1 , (4)

with x7 = x1, due to momentum conservation. Since the
integration measure in Eq. (1) is translation invariant, we
can define k = x0 − x1 and the integral can be rewritten
completely in terms of dual coordinates,

ID=6
6 =

∫
d6x0

iπ3

1

x2
01 x

2
02 x

2
03 x

2
04 x

2
05 x

2
06

, (5)

with x2
ij = (xi − xj)2 = (pi + . . . + pj−1)2. In Ref. [1]

the notion of dual conformal invariance was introduced,
i.e., the action of the conformal group on the dual coor-
dinates xi. The integral (5) transforms covariantly under
dual conformal transformations. In fact, invariance un-
der rotations and translations is manifest, whereas un-
der dilatations and inversions the integral transforms

covariantly with weight one at each external point xi,
namely under dilatations, xi → λxi, the integral scales
as ID=6

6 → λ−6 ID=6
6 , whereas under inversions xi →

xi/(x2
i )

2 the measure and the propagators transform as
d6x0 → d6x0/(x2

0)
6 and x2

ij → x2
ij/(x

2
ix

2
j ), such that

ID=6
6 → ID=6

6

∏6
i=1 x

2
i . Note that for dual conformal

invariance to hold it is crucial that we work in strictly
six dimensions. Finally, the previous considerations are
not restricted to ID=6

6 , but exactly the same reasoning
shows that every finite one-loop n-gon in D = n dimen-
sions is dual conformally covariant.
A direct consequence of the dual conformal covariance

of ID=6
6 is that the integral can only depend on dual

conformal cross ratios, up to an overall prefactor which
carries the conformal weights. For the massless six-point
kinematics, there are three independent cross ratios [3],
given in terms of dual coordinates by,

u1 =
x2
15 x

2
24

x2
14 x

2
25

, u2 =
x2
26 x

2
35

x2
25 x

2
36

, u3 =
x2
31 x

2
46

x2
36 x

2
41

. (6)

More precisely, the integral can be written in the form

ID=6
6 =

1

x2
14 x

2
25 x

2
36

I6(u1, u2, u3) . (7)

where the function I6(u1, u2, u3) is manifestly dual con-
formal invariant. Furthermore, the integral ID=6

6 as a
function of the external momenta pi has a dihedral sym-
metry D6 generated by cyclic rotations pi → pi+1 and
the reflection pi → p6−i+1. It is easy to check that
the dihedral symmetry of ID=6

6 implies that the func-
tion I6(u1, u2, u3) must be totally symmetric in the three
cross ratios.
We start by deriving a Mellin-Barnes (MB) represen-

tation for ID=6
6 using the AMBRE package [4]. Although

the integral is finite, the resulting MB representation has
a spurious singularity that must cancel in the end. We
therefore derive the MB representation in D = 6 − 2ε
dimensions and resolve the singularities in ε using the
strategy introduced in Refs. [5–8] by applying the codes
MB [9] and MBresolve [10] and obtain a set of MB inte-
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regularization is required and we can perform the com-
putation in strictly six dimensions.
We introduce dual coordinates [1, 2],

pi = xi − xi+1 , (4)

with x7 = x1, due to momentum conservation. Since the
integration measure in Eq. (1) is translation invariant, we
can define k = x0 − x1 and the integral can be rewritten
completely in terms of dual coordinates,

ID=6
6 =

∫
d6x0

iπ3

1

x2
01 x

2
02 x

2
03 x

2
04 x

2
05 x

2
06

, (5)

with x2
ij = (xi − xj)2 = (pi + . . . + pj−1)2. In Ref. [1]

the notion of dual conformal invariance was introduced,
i.e., the action of the conformal group on the dual coor-
dinates xi. The integral (5) transforms covariantly under
dual conformal transformations. In fact, invariance un-
der rotations and translations is manifest, whereas un-
der dilatations and inversions the integral transforms

covariantly with weight one at each external point xi,
namely under dilatations, xi → λxi, the integral scales
as ID=6

6 → λ−6 ID=6
6 , whereas under inversions xi →

xi/(x2
i )

2 the measure and the propagators transform as
d6x0 → d6x0/(x2

0)
6 and x2

ij → x2
ij/(x

2
ix

2
j ), such that

ID=6
6 → ID=6

6

∏6
i=1 x

2
i . Note that for dual conformal

invariance to hold it is crucial that we work in strictly
six dimensions. Finally, the previous considerations are
not restricted to ID=6

6 , but exactly the same reasoning
shows that every finite one-loop n-gon in D = n dimen-
sions is dual conformally covariant.
A direct consequence of the dual conformal covariance

of ID=6
6 is that the integral can only depend on dual

conformal cross ratios, up to an overall prefactor which
carries the conformal weights. For the massless six-point
kinematics, there are three independent cross ratios [3],
given in terms of dual coordinates by,

u1 =
x2
15 x

2
24

x2
14 x

2
25

, u2 =
x2
26 x

2
35

x2
25 x

2
36

, u3 =
x2
31 x

2
46

x2
36 x

2
41

. (6)

More precisely, the integral can be written in the form

ID=6
6 =

1

x2
14 x

2
25 x

2
36

I6(u1, u2, u3) . (7)

where the function I6(u1, u2, u3) is manifestly dual con-
formal invariant. Furthermore, the integral ID=6

6 as a
function of the external momenta pi has a dihedral sym-
metry D6 generated by cyclic rotations pi → pi+1 and
the reflection pi → p6−i+1. It is easy to check that
the dihedral symmetry of ID=6

6 implies that the func-
tion I6(u1, u2, u3) must be totally symmetric in the three
cross ratios.
We start by deriving a Mellin-Barnes (MB) represen-

tation for ID=6
6 using the AMBRE package [4]. Although

the integral is finite, the resulting MB representation has
a spurious singularity that must cancel in the end. We
therefore derive the MB representation in D = 6 − 2ε
dimensions and resolve the singularities in ε using the
strategy introduced in Refs. [5–8] by applying the codes
MB [9] and MBresolve [10] and obtain a set of MB inte-

k 1

2

3

4

5

6
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• The analytic form of the massless scalar hexagon in 6 
dimensions looks very similar to the analytic expression 
for the two-loop remainder function!

One-loop Hexagons in 6 dimensions

2.3 Result for Φ6(u1, u2, u3)

Here we present the solution to the differential equations (21), or equivalently (22). We first
define the variables

xi± = uix± , (23)

where x± and ∆ are given in eq. (2). The appearance of the xi± should not come as a surprise,
since they played a prominent role in the two-loop remainder function [28], and we have already
argued that Φ6 should capture some of its structure.

Further, we define

L3(x+, x−) =
2

∑

m=0

(−1)m

(2m)!!
logm(x+x−) [!3−m(x+)− !3−m(x−)] , (24)

!m(x) =
1

2
(Lim(x)− (−1)mLim(1/x)) , (25)

which is very similar to the function L4 defined in ref. [28]. As in ref. [28], the branch cuts of
Lin(x+) and Lin(1/x−) are taken to lie below the real axis, i.e. Lin(x+) := Lin(x+ + iε), etc., and
the branch cuts of Lin(x−) and Lin(1/x+) are taken to lie above the real axis.2

We found the following formula for Φ6,

Φ6(u1, u2, u3) =
Φ̃6(u1, u2, u3)√

∆
=

1√
∆

[

−2
3

∑

i=1

L3(xi+, xi−) + 2ζ2J +
1

3
J3

]

, (26)

where

J =
3

∑

i=1

[!1(xi+)− !1(xi−)] . (27)

Although individual terms in eq. (26) can be complex, their sum is always real in the Euclidean
region ui > 0.

In the next section, we prove directly that eq. (26) satisfies the differential equations (21). In
section 2.5, we will see another way to justify eq. (26) based on the differential equations for its
symbol.

2.4 Direct verification of the differential equations

We found the following change of variables to be convenient,

u1 =
v0 − v+v−

1 + v0 − v+ − v−
, u2 =

v0 − v+v−
(1 + v0 − v+ − v−)v0

, u3 =
v+v−
v0

. (28)

2We are grateful to M. Spradlin and C. Vergu for discussions and correspondence on the branch cut structure
of L4 in ref. [28].
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We evaluate the massless one-loop hexagon integral in six dimensions. The result is given in terms
of standard polylogarithms of uniform transcendental weight three, its functional form resembling
the one of the remainder function of the two-loop hexagon Wilson loop in four dimensions.

In this short note we are concerned with the computa-
tion of the scalar one-loop integral in D = 6 dimensions,

ID=6
6 =

∫
d6k

iπ3

5
∏

i=0

1

Di
, (1)

with

D0 = k2 and Di = (k + pi)
2, for i = 1, . . . , 5 . (2)

The external momenta, labeled by pi, i = 1, . . . , 6, are
lightlike, p2i = 0, and all ingoing, such that momentum
conservation reads

6
∑

i=1

pi = 0 . (3)

We consider the integral in Euclidean kinematics where
all Mandelstam invariants are taken to be negative,
(p1+ . . .+pj)2 < 0, and the integral is real. The massless
hexagon integral is finite in D = 6 dimension, so that no
regularization is required and we can perform the com-
putation in strictly six dimensions.
We introduce dual coordinates [1, 2],

pi = xi − xi+1 , (4)

with x7 = x1, due to momentum conservation. Since the
integration measure in Eq. (1) is translation invariant, we
can define k = x0 − x1 and the integral can be rewritten
completely in terms of dual coordinates,

ID=6
6 =

∫
d6x0

iπ3

1

x2
01 x

2
02 x

2
03 x

2
04 x

2
05 x

2
06

, (5)

with x2
ij = (xi − xj)2 = (pi + . . . + pj−1)2. In Ref. [1]

the notion of dual conformal invariance was introduced,
i.e., the action of the conformal group on the dual coor-
dinates xi. The integral (5) transforms covariantly under
dual conformal transformations. In fact, invariance un-
der rotations and translations is manifest, whereas un-
der dilatations and inversions the integral transforms

covariantly with weight one at each external point xi,
namely under dilatations, xi → λxi, the integral scales
as ID=6

6 → λ−6 ID=6
6 , whereas under inversions xi →

xi/(x2
i )

2 the measure and the propagators transform as
d6x0 → d6x0/(x2

0)
6 and x2

ij → x2
ij/(x

2
ix

2
j ), such that

ID=6
6 → ID=6

6

∏6
i=1 x

2
i . Note that for dual conformal

invariance to hold it is crucial that we work in strictly
six dimensions. Finally, the previous considerations are
not restricted to ID=6

6 , but exactly the same reasoning
shows that every finite one-loop n-gon in D = n dimen-
sions is dual conformally covariant.
A direct consequence of the dual conformal covariance

of ID=6
6 is that the integral can only depend on dual

conformal cross ratios, up to an overall prefactor which
carries the conformal weights. For the massless six-point
kinematics, there are three independent cross ratios [3],
given in terms of dual coordinates by,

u1 =
x2
15 x

2
24

x2
14 x

2
25

, u2 =
x2
26 x

2
35

x2
25 x

2
36

, u3 =
x2
31 x

2
46

x2
36 x

2
41

. (6)

More precisely, the integral can be written in the form

ID=6
6 =

1

x2
14 x

2
25 x

2
36

I6(u1, u2, u3) . (7)

where the function I6(u1, u2, u3) is manifestly dual con-
formal invariant. Furthermore, the integral ID=6

6 as a
function of the external momenta pi has a dihedral sym-
metry D6 generated by cyclic rotations pi → pi+1 and
the reflection pi → p6−i+1. It is easy to check that
the dihedral symmetry of ID=6

6 implies that the func-
tion I6(u1, u2, u3) must be totally symmetric in the three
cross ratios.
We start by deriving a Mellin-Barnes (MB) represen-

tation for ID=6
6 using the AMBRE package [4]. Although

the integral is finite, the resulting MB representation has
a spurious singularity that must cancel in the end. We
therefore derive the MB representation in D = 6 − 2ε
dimensions and resolve the singularities in ε using the
strategy introduced in Refs. [5–8] by applying the codes
MB [9] and MBresolve [10] and obtain a set of MB inte-

2

grals which can be safely expanded in ε under the integra-
tion sign. After applying these codes, all the integration
contours are straight vertical lines. At the end of this
procedure, all the poles in ε cancel and we are left with a
manifestly finite and conformally invariant threefold MB
integral to compute,

I6 =

∫ +i∞

−i∞

(
3
∏

i=1

dzi
2πi

Γ(−zi)
2 uzi

i

)

× Γ(1 + z1 + z2) Γ(1 + z2 + z3)Γ(1 + z3 + z1) ,

(8)

where the contours are straight vertical lines whose real
parts are given by

Re(z1) = −1

3
, Re(z2) = −1

4
, Re(z3) = −1

5
. (9)

Albeit simpler, the integral (8) is similar to the threefold
MB integral contributing to the two-loop hexagonWilson
loop in N = 4 Super Yang-Mills [11, 12], hence it can be
computed in the same fashion. Following the strategy
of Ref. [12], we can turn each MB integration into an
Euler-type integral via the formula,

∫ +i∞

−i∞

dz

2πi
Γ(−z)Γ(c− z)Γ(b+ z)Γ(c+ z)Xz

= Γ(a)Γ(b+ c)

∫ 1

0
dv vb−1 (1− v)a+c−1 (1−Xv)−a ,

(10)

with X = 1 −X and where the contours are such as to
separate the poles in Γ(. . .−zi) from those in Γ(. . .+zi).
This leaves us with the following three-fold parametric
integral to compute,

I6 =

∫ 1

0

(
3
∏

i=1

dvi

)

1

1− v2 (1− u1v1)

× 1

1− v1 (1− u2 − v3 (1− u2 − u3v2))− (1 − u3v2)v3
.

(11)

The integral is easily performed in terms of multiple
polylogarithms [13]. The resulting expression is rather
lengthy and involves a combination of multiple polylog-
arithms of uniform weight three, whose arguments are
complicated algebraic functions involving the square root
of the quantity,

∆ = (u1 + u2 + u3 − 1)2 − 4u1u2u3 . (12)

However, the similarity between the MB integral (8) and
the corresponding integral of Ref. [12] suggests that it
should be possible to rewrite the answer in a simpler
form, in the same way as the analytic result of Ref. [12]
was rewritten in simplified form in Ref. [14]. The cor-
nerstone of the simplification of the two-loop six-point

remainder function was the so-called symbol map, a lin-
ear map S that associates a certain tensor to an iterated
integral, and thus to a multiple polylogarithm. In the
following we give a very brief summary of the symbol
technique, referring to Ref. [14] for further details. As an
example, the tensor associated to the classical polyloga-
rithm Lin(x) is,

S(Lin(x)) = −(1− x)⊗ x⊗ . . .⊗ x
︸ ︷︷ ︸

(n−1) times

. (13)

Furthermore, the tensor maps products that appear in-
side the tensor product to a sum of tensors,

. . .⊗ (x · y)⊗ . . . = . . .⊗ x⊗ . . .+ . . .⊗ y ⊗ . . . . (14)

It is conjectured that all the functional identities among
(multiple) polylogarithms are mapped under the symbol
map S to algebraic relations among the tensors. Hence,
if the symbol map is applied to our complicated expres-
sion for I6(u1, u2, u3), it should capture and resolve all
the functional identities among the polylogarithms, and
therefore allow us to rewrite the result in a simpler form.
In order to apply this technology, it is however impor-
tant that all the arguments that enter the tensor be mul-
tiplicatively independent. As in our case the arguments
of the polylogarithms involve square roots of ∆, this re-
quirement is not fulfilled. In Ref. [14] a reparametrization
of the cross ratios ui in terms of six points zi in CP

1 was
proposed,

u1 =
z23z56
z25z36

, u2 =
z34z61
z36z41

, u3 =
z45z12
z41z52

, (15)

with zij = zi − zj . It is easy to check that with this
parametrization the right-hand side of Eq. (12) becomes
a perfect square. Hence, after this reparametrization all
the arguments of the polylogarithms are rational func-
tions in the zij variables, making this parametrization
well suited to apply the symbol map S.
Using the parametrization (15) and the symbol map, it

is easy to construct a simpler candidate expression with
the same symbol as our original expression. However, the
kernel of the map S is non trivial, and it allows us to fix
the candidate expression only up to terms proportional
to zeta values, which in turn must be fixed by looking at
particular values of the cross ratios. At the end of this
procedure, we arrive at the following expression for the
scalar massless hexagon integral,

I6(u1, u2, u3) =
1√
∆

[

− 2
3

∑

i=1

L3(x
+
i , x

−
i )

+
1

3

(
3

∑

i=1

#1(x
+
i )− #1(x

−

i )

)3

+
π2

3
χ

3
∑

i=1

(#1(x
+
i )− #1(x

−

i ))

]

,

(16)

the expression should provide encouragement and guidance as we seek deeper understanding

of SYM at loop level.

We present our new expression for R(2)
6 in the next section and then describe the algorithm

by which it was obtained.

II. THE REMAINDER FUNCTION R
(2)
6

The remainder function R(2)
6 is usually presented as a function of the three dual conformal

cross-ratios

u1 =
s12s45
s123s345

, u2 =
s23s56
s234s123

, u3 =
s35s61
s345s234

, (1)

of the momentum invariants si···j = (ki+ · · · kj)2, though we will see shortly that cross-ratios

of momentum twistor invariants are more natural variables. In terms of

x±
i = uix

±, x± =
u1 + u2 + u3 − 1±

√
∆

2u1u2u3
, (2)

where ∆ = (u1 + u2 + u3 − 1)2 − 4u1u2u3, we find

R(u1, u2, u3) =
3

∑

i=1

(

L4(x
+
i , x

−
i )−

1

2
Li4(1− 1/ui)

)

− 1

8

(
3

∑

i=1

Li2(1− 1/ui)

)2

+
J4

24
+ χ

π2

12

(

J2 + ζ(2)
)

. (3)

Here we use the functions

L4(x
+, x−) =

3
∑

m=0

(−1)m

(2m)!!
log(x+x−)m($4−m(x

+) + $4−m(x
−)) +

1

8!!
log(x+x−)4 (4)

and

$n(x) =
1

2
(Lin(x)− (−1)n Lin(1/x)) , (5)

as well as the quantities

J =
3

∑

i=1

($1(x
+
i )− $1(x

−
i )),

χ =








−2 ∆ > 0 and u1 + u2 + u3 > 1,

+1 otherwise.

(6)

3
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• This similarity motivated the study of more complicated 
hexagons:

One-loop Hexagons in 6 dimensions

[Del Duca, Dixon, Drummond,
CD, Henn, Smirnov]

where the ci, cij and cijk are rational numbers to be determined such that

S(ϕ̃) = S(Φ̃9) . (47)

As the objects appearing in this last equation are tensors (i.e., elements of a vector space),
the coefficients ci, cij and cijk can equally well be seen as coordinates in a vector space, and
the problem of finding the coefficients reduces to a problem of linear algebra.

We have implemented the algorithm of Ref. [18] into a Mathematica code, which we have
applied to the function Φ̃9(x5, x8, y2, y8, z2, z5). The result we obtain takes a strikingly simple
form,

Φ9(u1, . . . , u6) =
1√
∆9

4
∑

i=1

∑

g∈S3

σ(g)L3(x
+
i,g, x

−
i,g) , (48)

where σ(g) denotes the signature of the permutation (+1 for {1, c, c2}, −1 for {r, rc, rc2}), and
where we defined

L3(x
+, x−) :=

1

18

(

#1(x
+)− #1(x

−)
)3

+ L3(x
+, x−) , (49)

and

L3(x
+, x−) :=

2
∑

k=0

(−1)k

(2k)!!
logk(x+ x−)

(

#3−k(x
+)− #3−k(x

−)
)

, (50)

with

#n(x) :=
1

2
(Lin(x)− Lin(1/x)) . (51)

The arguments appearing in the polylogarithms can be written in the form x±
i,g := g(x±

i ), for
g ∈ S3, with

x+
1 := χ(1, 4, 7) , x+

2 := χ(2, 5, 7) , x+
3 := χ(2, 4, 8) , x+

4 := χ(1, 5, 8) ,

x−
1 := χ(1, 4, 7) , x−

2 := χ(2, 5, 7) , x−
3 := χ(2, 4, 8) , x−

4 := χ(1, 5, 8) ,
(52)

where we defined

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj17〉
〈17〉〈XjXk〉〈Xi47〉

, (53)

with 〈i̄〉 = 〈i(j − 1)j(j + 1)〉. The function χ is related to χ by Poincaré duality,

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj1 ∩ 7〉
〈17〉〈XjXk〉〈Xi4 ∩ 7〉

. (54)

The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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Figure 2: The one-loop three-mass hexagon integral (left), and its geometric configuration in
momentum twistor space CP

3 (right). Only the intersection points Z1, Z4 and Z7 have an
intrinsic geometrical meaning, whereas all other twistors can be moved freely along the lines.

Note that the only points in twistor space that have an intrinsic geometric meaning are Z1, Z4

and Z7, whereas the other six points are defined through Eq. (30), which is left invariant by the
redefinitions

Z2 → Z2 + α2Z1 , Z5 → Z5 + α5Z4 , Z8 → Z8 + α8Z7 ,

Z9 → Z9 + α9Z1 , Z3 → Z3 + α3Z4 , Z6 → Z6 + α6Z7 ,
(31)

where αi are non-zero complex numbers. These shifts simply express the fact that we can
move the points along the line without altering the geometric configuration. Furthermore, the
intersection of two lines Xi and Xj can be expressed through the condition,

〈XiXj〉 := 〈(i− 1) i (j − 1) j〉 = 〈Zi−1Zi Zj−1Zj〉 = εIJKLZ
I
i−1Z

J
i ZK

j−1Z
L
j = 0 . (32)

Using the twistor brackets, the cross ratios ui can be parametrized as

u1 =
〈X2X5〉〈X1X7〉
〈X1X5〉〈X2X7〉

, u2 =
〈X5X8〉〈X4X1〉
〈X4X8〉〈X1X5〉

, u3 =
〈X8X2〉〈X7X4〉
〈X2X7〉〈X4X8〉

,

u4 =
〈X2X4〉〈X1X5〉
〈X1X4〉〈X2X5〉

, u5 =
〈X5X7〉〈X4X8〉
〈X4X7〉〈X5X8〉

, u6 =
〈X8X1〉〈X7X2〉
〈X8X2〉〈X1X7〉

.

(33)

It is clear that the dihedral symmetry of the integral is reflected at the level of the twistors by

Zi
c−→ Zi+3 and Zi

r−→ Z8−i , (34)

where again all indices are understood modulo 9. This action on the twistors induces an action
on the lines Xi and the planes Z i = Zi−1 ∧ Zi ∧ Zi+1 via

Xi
c−→ Xi+3 and Xi

r−→ −X9−i ,

Zi
c−→ Zi+3 and Z i

r−→ −Z8−i .
(35)

8

where the ci, cij and cijk are rational numbers to be determined such that

S(ϕ̃) = S(Φ̃9) . (47)

As the objects appearing in this last equation are tensors (i.e., elements of a vector space),
the coefficients ci, cij and cijk can equally well be seen as coordinates in a vector space, and
the problem of finding the coefficients reduces to a problem of linear algebra.

We have implemented the algorithm of Ref. [18] into a Mathematica code, which we have
applied to the function Φ̃9(x5, x8, y2, y8, z2, z5). The result we obtain takes a strikingly simple
form,

Φ9(u1, . . . , u6) =
1√
∆9

4
∑

i=1

∑

g∈S3

σ(g)L3(x
+
i,g, x

−
i,g) , (48)

where σ(g) denotes the signature of the permutation (+1 for {1, c, c2}, −1 for {r, rc, rc2}), and
where we defined

L3(x
+, x−) :=

1

18

(

#1(x
+)− #1(x

−)
)3

+ L3(x
+, x−) , (49)

and

L3(x
+, x−) :=

2
∑

k=0

(−1)k

(2k)!!
logk(x+ x−)

(

#3−k(x
+)− #3−k(x

−)
)

, (50)

with

#n(x) :=
1

2
(Lin(x)− Lin(1/x)) . (51)

The arguments appearing in the polylogarithms can be written in the form x±
i,g := g(x±

i ), for
g ∈ S3, with

x+
1 := χ(1, 4, 7) , x+

2 := χ(2, 5, 7) , x+
3 := χ(2, 4, 8) , x+

4 := χ(1, 5, 8) ,

x−
1 := χ(1, 4, 7) , x−

2 := χ(2, 5, 7) , x−
3 := χ(2, 4, 8) , x−

4 := χ(1, 5, 8) ,
(52)

where we defined

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj17〉
〈17〉〈XjXk〉〈Xi47〉

, (53)

with 〈i̄〉 = 〈i(j − 1)j(j + 1)〉. The function χ is related to χ by Poincaré duality,

χ(i, j, k) := −〈47〉〈XiXk〉〈Xj1 ∩ 7〉
〈17〉〈XjXk〉〈Xi4 ∩ 7〉

. (54)

The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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χ(i, j, k) := −〈47〉〈XiXk〉〈Xj1 ∩ 7〉
〈17〉〈XjXk〉〈Xi4 ∩ 7〉

. (54)

The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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〈17〉〈XjXk〉〈Xi4 ∩ 7〉

. (54)

The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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The function Φ9 manifestly has the cyclic symmetry. The reflection symmetry however needs
some explanation, because Φ̃9 is odd under reflection. In twistor variables, ∆9 becomes a perfect
square, and so we can remove the square root and rewrite

√
∆9 as a rational function of twistor

brackets. This procedure however introduces an ambiguity for the sign of the square root. In
particular, the rational function we obtained is now odd under the reflection (34), so that Φ9 is
again even.
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Conclusion & Outlook

• In the last 18 months, a lot of progress was made to 
compute multi-leg amplitudes/Wilson loops at strong and 
weak coupling:
➡ Hexagon in 3+1 dimensions
➡ Octagon in special kinematics (1+1 dimensions)
➡ All even-sided polygons in 1+1 dimensions.
➡ The symbols of all polygons in general kinematics.

• Next step: try to nail all two-loop MHV amplitudes.

• Together with all the other fascinating developments in the 
field, this might eventually allow to solve the planar sector 
of N=4 SYM.
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Back ups
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Symbols
• Simple example:

Li2(x) + ln(1− x) lnx = −Li2(1− x)− π2

6
Symbol(Li2(x)) = −(1− x)⊗ x

Symbol(ln(1− x) lnx) = (1− x)⊗ x + x⊗ (1− x)
Symbol(const) = 0

Symbol(Li2(x) + ln(1− x) lnx) = x⊗ (1− x)

= −Symbol(Li2(1− x))
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