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initial conditions in hadronic collisions

� structure at scales much smaller than typical hadronic scale

�� ensemble of partons

• suitably written as parton distribution functions [pdfs]

� essential knowledge for 

�� computation of physical observables and reliable identification of new physics

�� distinction between initial and final state effects and ‘first principle’ initialization of hydrodynamical evolution 
[in heavy ion collisions]

� a rich physics playground in its own right

� useful encoding of initial conditions necessarily universal [process independent]

�� reliant on some form of factorization

initial conditions ≡ knowledge of internal structure of colliding objects at all relevant scales [including unmeasured ones]

f i(x, Q2)

fraction of total 
longitudinal momentum

inverse transverse area [virtuality]

parton species 
[q flavour, q flavour, gluon]



evolution

� partons with x and/or Q2 far from typical hadronic ones (x0,Q02) come into being via a perturbative splitting chain

�� chain dominated by phase space log-enhanced contributions

�� resummation of chain ≡ evolution of pdfs from (x0,Q02) to (x,Q2)

�� evolution reliably [perturbatively] computable given initial condition

• initial condition intrinsically non-perturbative [phenomenological ‘guess’, lattice, global data fit]
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linearity

DGLAP

large Q2

evolution [DGLAP] in Q2 is intrinsically linear

BFKL

small x
large boost
high energy

ln 1/x = Y � ln s

• evolution towards smaller x increases density 

• assumption of perpetual linearity violated

• evolution in x should account for the ensemble 

:: parton overlap, parton recombination, phase space reduction ::

evolution in x becomes naturally non-linear

both DGLAP and BFKL are linear approaches

evolution independent of ensemble

:: underlying assumption ::
•ensemble is dilute and remains so throughout evolution
•no collective behaviour in parton splitting

neither approach is sufficient :: need non-linear generalization of BFKL



gluon dominance

� the infrared sensitivity of parton splitting favours the emission of soft [small-x] gluons :: at small-x the ensemble is 
gluon dominated

� both BFKL and DGLAP [DLA] predict a very steep rise of the gluon density

�� observed at HERA

�� if perpetuated leads unitarity violation [Froissart bound]
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� Why sharp increase of gluon density at small-x?

14 1.3 The small-x problem

At small-x the evolution is dominated by gluons. The gluon distribution function is given

by [86,87]

xg(x,Q2) ⇥ exp
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In the case of BFKL, the gluon distribution behaves in a even more singular way

xg(x,Q2) ⇥ x�12 ln 2⇥s
� ⇥ x�0.5 . (1.23)

1.3 The small-x problem

As discussed in the previous section, both linear evolution schemes — BFKL and DLA-

DGLAP — predict a sharp rise of the gluon density as x becomes small. The largeness of

the gluon density, regardless of the specific rate of growth, poses many important theoretical

problems.

On one hand, this growth translates into a similar increase of the the total cross section, with

the eventual violation of unitarity bounds. The Froissart-Martin bound [88, 89] limits the

total cross of hadron-hadron processes to grow not faster than the square of the logarithm of

the centre of mass energy s, i.e.

⌥h�h
tot � (ln s)2 . (1.24)

The analogous bound for DIS has been recently suggested [90]. For fixed Q2, and in the limit

of very small-x, it is given by

⌥⇧��h
tot � (ln 1/x)5/2 . (1.25)

In both DGLAP and BFKL the evolution is independent of the number of partons already

present in the hadron’s wave function. Such a picture holds only if the number of partons is

not too large or, in other words, their density is su⇤ciently small for interactions amongst

them to be safely neglected. As the density grows, gluons start to overlap, and recombination
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DLA-DGLAP

the growth of partonic density should be 
tempered by non-linearities when the density 

becomes large



lore
� simple physical arguments require the inclusion of non-linearities in the evolution; the 

C(olour)G(lass)C(ondensate) is the correct framework in which to address small-x physics

�� how sizeable are the effects ?

�� what is the relevant kinematical domain ?

�� can observables be computed from ‘first principles’ ?

� DGLAP provides extremely accurate description of ALL available experimental data 

�� can properties of the evolution be disentangled from ingenious choices of initial conditions ? 

�� how uncertain are extrapolations into the unmeasured small-x region ?

�� can results from non-linear approaches be accommodated in the description by simply tuning initial 
conditions?

� can these questions be answered ?



the CGC and how to test it
� CGC [in this talk] is a ‘first principle’ effective theory for the description of the small-x glue

�� well established non-linear evolution equations [B-JIMWLK]

�� large Nc approximation [BK] for suitable observables

�� NOT [in this talk] phenomenological models encoding ‘saturation physics’

� testing strategy

�� extract universal unintegrated gluon distribution from cleanest process [DIS]

�� use to compute observables in pp, pA and AA collisions [cf. talk by Itakura]

�� devise a set-up in which to compare DGLAP and CGC evolutions

• find non-overlapping failing regions



� at high energy [x << 1] the coherence length of the virtual photon fluctuation

� total virtual photon-proton cross section can be factorized as

dipole formulation of QCD

lc � (2mNx)�1 ⇤ 0.1/x fm⇥ RN

Dipole model of DIS

Dipole cross section. 
Strong interactions and 
x-dependence are here

�dip(x, r) = 2
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!"It stems from kt-factorization theorem in the limit x->0 (Nikolaez-Zakharov-Mueller)

!"DIS x sections: Convolution of photon wavefunction with dipole cross section
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Photon wavefunction
Calculable within QED 

QED calculation

[imaginary part of] 
dipole-target scattering amplitude

:: all QCD information
:: all x dependence
:: non-perturbative, but x-evolution
  computable from first principles [rcBK]

interaction in the kinematic region where unitarity e⇥ects are expected to be important.
Other fit parameters also change noticeably after such direct inclusion of heavy quarks,
thus blurring their physical interpretation. We notice that a simple modification on the
assumptions concerning the normalization of the heavy quark contribution or, equivalently,
concerning the average radius of their transverse distribution, fixes the problem of stability
of the fits. For a consistent treatment of dynamical heavy quark e⇥ects we consider not only
its contribution to the DIS cross section but we also implement a variable flavor scheme
for the beta function to properly incorporate such e⇥ects in the running of the coupling.

This work is structured as follows: Section 2 is devoted to a brief review of our theoret-
ical set up, which relies on the dipole model formulation of the e+p scattering process and
in the use of the rcBK equation to describe the small-x dynamics of the dipole scattering
amplitude. There we discuss the free parameters in the fit, together with our choice of ini-
tial conditions for the solution of the rcBK equation. The implementation of the variable
flavor number scheme for the running of the coupling as well as the infrared regularization
of the coupling are discussed in section . The experimental data included in the fits and
the numerical method devised to perform the global fits are is discussed in section 3 Our
results are presented in section 4, where we first present the fits including only light quarks
in the analysis. We then include the e⇥ects of charm and beauty, finding in both cases a
good description of data. Finally, we wrap up with summary and conclusions.

2. Setup

In this section we briefly review the main ingredients needed for the calculation of the
inclusive and longitudinal DIS structure functions, which was extensively discussed in our
previous paper []. Neglecting the contribution from Z boson exchange, only relevant at Q2

much larger than those considered in this work, the reduced cross section can be expressed
in terms of the inclusive, F2, and longitudinal, FL, structure functions:

⇤r(x, Q2) = F2(x, Q2)� y2

1 + (1� y)2
FL(x, Q2), (2.1)

where y = Q2/sx is the inelasticity variable,
⇧

s the center of mass collision energy. In
turn, at x⇥ 1, the inclusive and longitudinal structure functions can be expressed as

F2(x, Q2) =
Q2

4 ⇥2�em
(⇤T + ⇤L) , (2.2)

FL(x, Q2) =
Q2

4 ⇥2�em
⇤L . (2.3)

where ⇤T,L stands for the virtual photon-proton cross section for transverse (T ) and longi-
tudinal (L) polarization of the virtual photon. In the dipole model, valid at high energies
or small x, one writes [?, ?]:

⇤T,L(x, Q2) = 2
�

f

⇥ 1

0
dz

⇥
db dr |�f

T,L(ef , mf , z,Q2, r)|2 N (b, r, x) , (2.4)
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Balitsky-Kovchegov equation [LO]

[rapidity evolution of scattering probability                 of      dipole with hadronic target] N(x, y; Y ) qq̄

q
_ q

_
q
_

q
_

q
_

x
y

x
y

x
y

x
y

x
y +

+=

q q

q

q

q
z

z

z

boost

large Nc

z

!r = !x − !y

!r1 = !x − !z

!r2 = !y − !z

∂N(r, Y )

∂Y
=

∫

d2z

2π
K(#r,#r1,#r2)

[

N(r1, Y )+N(r2, Y )−N(r, Y )−N(r1, Y )N(r2, Y )
]

homogeneous target with radius much larger than any dipole size 

neglect impact parameter dependence (2-dim into 1-dim)↪→

K(!r,!r1,!r2) = ᾱs

r2

r2
1
r2
2

, ᾱs =
αsNc

π

BFKL kernel: 
	

 probability of gluon 
	

 (two dipoles) emission 

non-linear effect
[double scattering]improved treatment very sensitive to gluon mass [Berger and Stasto]



NLO-BK

NLO-BK = [all orders in αs Nf]+ [other conformal]

[running coupling] + [subtraction] :: numerically challenging ::

numerically demanding, but
contribution minimized in Balitsky’s 
subtraction scheme

Finally, we have checked that combining the subtraction
and running coupling contributions for both schemes adds
up to the same result. This is shown in Fig. 9, where we plot
the value of the total functional F ! R" S calculated
under the KW scheme [Eqs. (8) and (36) for the running
coupling term, R, and Eq. (41) for the subtraction term, S]
and under Balitsky’s scheme [Eqs. (7) and (35) for the
running coupling term and Eq. (40) for the subtraction

term]. The two results coincide within the estimation of
the numerical accuracy previously discussed. The agree-
ment between the two results is better in the small-!
region, where the two curves lay almost on top of each
other. In the saturation region, ! * 1, the agreement is
slightly worse, although the differences between the values
of F calculated in both schemes is still much less than the
differences between the running coupling terms them-
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rcBK
• running coupling BK [rcBK]

� fully compatible with DIS data 

� first principle, numerically implementable,  incarnation of non-linear QCD

K(!r,!r1,!r2) = ᾱs

r2

r2
1
r2
2

, ᾱs =
αsNc

π

LO-BK :: BFKL kernel

2.1 BK equation with running coupling

The CGC is equipped with a set of renormalization group equations, the BK-JIMWLK
equations, which allow to describe the small-x evolution of the dipole amplitude, and,
apart from trivial kinematic factors, that of the reduced cross section and of the structure
functions in Eq. (??) as well. The leading order BK equation [?, ?], which corresponds to
the large-Nc limit of the JIMWLK equation, resums radiative corrections in �s ln(1/x) to
all orders and also contains non-linear corrections ensuring unitarity of the theory. Only
recently the next-to-leading order corrections to the BK equation have become available.
They are, however, of a complicated structure and not amenable for numerical implemen-
tation. However, as argued in [?] and demonstrated in our previous analysis [?], considering
only a subset of the higher order e�ects, namely only running coupling corrections, renders
the BK equation compatible with experimental data while keeping the relative simplicity of
LO equation, since their inclussion can be achieved by just modifying the evolution kernel.
The impact parameter independent BK equation reads

⌥N (r, x)
⌥ ln(x0/x)

=
⌥

dr1 Krun(r, r1, r2)

⇥ [N (r1, x) +N (r2, x)�N (r, x)�N (r1, x)N (r2, x)] . (2.7)

with the the evolution kernel including running coupling corrections given by [?]
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where r2 = r�r1 and x0 is the value of x where the evolution starts. In our case x0 = 0.01
will be the highest experimental value of x included in the fit.

2.2 Variable flavor scheme and regularization of the coupling

The coupling in the rcBK kernel (??) is given, for a given number of active quark flavors
nf , by

�s,nf (r2) =
4⇤

⇥0,nf ln
�

4C2

r2�nf

⇥ , (2.9)

where
⇥0,nf = 11� 2

3
nf . (2.10)

Here, the constant C2 under the logarithm accounts for the uncertainty inherent to the
Fourier transform from momentum space, where the original calculation of the quark part
of the ⇥ function was performed [], to coordinate space. It will be one of the free parameters
in the fits.

In both our previous analysis [] and for the fits in subsection ?? only light quarks
were taken as contributing to the DIS cross section. In this case, only fluctuations of the
virtual photon wavefunction in (??) into dipoles of light quark flavor were included in the
calculation. Consistently, only light quark loops should be included in the calculation [] of
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AAMQs setup Albacete, Armesto, Milhano, Quiroga, Salgado

� LO impact factors [virtual photon-proton cross section]

� proton homogeneous in transverse plane 

�� effective transverse area is a fit parameter

� different initial conditions

�� generalized GBW and MV forms

• initial saturation scale and sharpness of edge fall-off are fit parameters

�� rescaled asymptotic solutions

• no fit possible in AAMQs

• Weigert et al. report excellent fits [once energy conservation included]

� also fits including heavy quarks [not shown] :: F2c constrained

the running coupling (??). Thus, the number of active flavors in (??) is taken to be fixed
and equal to the number of light quarks nf = 3.

Since the rcBK equation is an integro-di⇥erential equation where the phase space for
all dipole sizes is explored, including arbitrarily large dipole sizes (which correspond to
emission of gluons with arbitrarily small transverse momenta), a prescription to regulate
the coupling in the infrared is needed. Following our previous work [], we freeze the coupling
to a constant value �fr = 0.7 for dipole sizes larger than the scale at which the running
coupling reaches �fr.

When heavy quark (charm and beauty) contributions are included in the calculation
of the DIS cross section, as it is the case for the fits in subsection ??, fluctuations of
the virtual photon wavefunction in (??) into dipoles of heavy quark flavor are allowed.
Accordingly, such contributions should be accounted for in the computation of the running
coupling (??). Thus, the number of active flavors nf in (??) should be set to the number
of quark flavors lighter than the momentum scale associated with the scale r2 at which the
coupling is evaluated µ2 = 4C2/r2. The setup of this variable flavor scheme is completed
by matching the branches of the coupling with adjacent nf at the scale corresponding to
the quark masses r2

⇤ = 4C2/m2
f . For the 1-loop accuracy at which the coupling (??) is

evaluated, the matching condition is simply given by []

�s,nf�1(r2
⇤) = �s,nf (r2

⇤) , (2.11)

which results in

�nf�1 = (mf )
1�

�0,nf
�0,nf�1 (�nf )

�0,nf
�0,nf�1 . (2.12)

The values of the �nf , �3 in the fixed nf scheme and �3, �4, and �5 for variable nf are
determined by using an experimentally measured value of �s as reference. It is well a well
known fact that the running of the QCD coupling evaluated to 1-loop, is of insu⇧ciently
accuracy to describe the experimental observed coupling evolution. Thus, di⇥erent choices
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:: differ in UV behaviour ::



AAMQs setup
� running coupling in rcBK is 1-loop in coordinate space

�� fixed number of flavours [Nf=3] for fits shown [variable for heavy quark case]

�� C [fit parameter] accounts for uncertainty in FT from momentum to coordinate 
space

�� Λ fixed by reference measured value of αs [either Z0 mass or τ mass] 

�� IR regulated by freezing αs,                                            [or other suitable value]

� H1-ZEUS combined set + non-HERA data [E665, NMC] with cuts

� kinematical redefinition of Bjorken-x

2.1 BK equation with running coupling

The CGC is equipped with a set of renormalization group equations, the BK-JIMWLK
equations, which allow to describe the small-x evolution of the dipole amplitude, and,
apart from trivial kinematic factors, that of the reduced cross section and of the structure
functions in Eq. (??) as well. The leading order BK equation [?, ?], which corresponds to
the large-Nc limit of the JIMWLK equation, resums radiative corrections in �s ln(1/x) to
all orders and also contains non-linear corrections ensuring unitarity of the theory. Only
recently the next-to-leading order corrections to the BK equation have become available.
They are, however, of a complicated structure and not amenable for numerical implemen-
tation. However, as argued in [?] and demonstrated in our previous analysis [?], considering
only a subset of the higher order e�ects, namely only running coupling corrections, renders
the BK equation compatible with experimental data while keeping the relative simplicity of
LO equation, since their inclussion can be achieved by just modifying the evolution kernel.
The impact parameter independent BK equation reads

⌥N (r, x)
⌥ ln(x0/x)

=
⌥

dr1 Krun(r, r1, r2)

⇥ [N (r1, x) +N (r2, x)�N (r, x)�N (r1, x)N (r2, x)] . (2.7)

with the the evolution kernel including running coupling corrections given by [?]

Krun(r, r1, r2) =
Nc �s(r2)

2⇤2

⇧
r2

r2
1 r2

2

+
1
r2
1

⇤
�s(r2

1)
�s(r2

2)
� 1

⌅
+

1
r2
2

⇤
�s(r2

2)
�s(r2

1)
� 1

⌅⌃
, (2.8)

where r2 = r�r1 and x0 is the value of x where the evolution starts. In our case x0 = 0.01
will be the highest experimental value of x included in the fit.

2.2 Variable flavor scheme and regularization of the coupling

The coupling in the rcBK kernel (??) is given, for a given number of active quark flavors
nf , by

�s,nf (r2) =
4⇤

⇥0,nf ln
�

4C2

r2�nf

⇥ , (2.9)

where
⇥0,nf = 11� 2

3
nf . (2.10)

Here, the constant C2 under the logarithm accounts for the uncertainty inherent to the
Fourier transform from momentum space, where the original calculation of the quark part
of the ⇥ function was performed [], to coordinate space. It will be one of the free parameters
in the fits.

In both our previous analysis [] and for the fits in subsection ?? only light quarks
were taken as contributing to the DIS cross section. In this case, only fluctuations of the
virtual photon wavefunction in (??) into dipoles of light quark flavor were included in the
calculation. Consistently, only light quark loops should be included in the calculation [] of
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2.3 Regularization of the infrared dynamics

The BK equation is an integro-differential equation that involves integration over
all available phase-space for soft gluon emission. In the running coupling case, Eqs.
(2.8-2.10), the coupling has to be evaluated at arbitrarily large values of the dipole

size (small gluon momentum), and a regularization prescription to avoid the Landau
pole becomes necessary. A celebrated feature of the BK equation is its ability to

fix [66] the problem of infra-red diffusion characteristic of its linear counterpart, the
BFKL equation. The non-linear terms in the BK equation ensure that the dynamics

in the phase space region within the unitarity limit, i.e. for r ! 1/Qs, is frozen.
Such feature is shared by both the LO and running coupling BK equations, since it
is ultimately rooted in the non-linear combination of N ’s in the r.h.s. of Eq. (2.9),

which is identical in both cases. Thus, if Qs is perturbatively large, Qs ! ΛQCD,
then all the relevant dynamics takes place deep in the ultra-violet region of the phase

space, r ≤ 1/Qs. In such scenario the details about the regularization of the running
coupling in the infra-red become irrelevant for the result of the evolution.

Unfortunately, we can anticipate that such will not be the case in this work.
Taking the results by Golec-Biernat and Wüsthoff [28] as a guidance, one can estimate

that the proton saturation scale at the largest values of Bjorken-x to be considered in
this work, x ∼ 10−2, is of the order of Q2

s(x=10−2) ≈ (3·10−4/10−2)0.288 GeV2 % 0.36
GeV2. The fits to be presented in Section 4 yield even smaller values of the initial

saturation scale of the proton. Although larger than Λ2
QCD, such values for the

initial scale are not large enough to avoid sensitivity to the infra-red (IR) dynamics.

Actually, the detailed study of the infrared-renormalon ambiguities carried out in [48]
demonstrated that the sensitivity of the solutions of the evolution equation to several

different prescriptions used to regularize the coupling is relatively large even for initial
saturation scales as large as Q2

s ∼ 1÷2 GeV2. On the bright side, theoretical studies
of the Schwinger-Dyson equations for the gluon propagator in the IR and lattice

QCD results (see e.g. [67,68] and references therein) indicate that the strong coupling
freezes to a constant value, αfr, in the IR. Moreover, the value at which the coupling

freezes has been determined to be αfr ∼ 0.5÷0.7. While these results are somewhat
controversial and yet subject to discussion in the literature, in particular the very
definition of an infrared coupling, we will take them as a guidance to regularize the IR

dynamics. Otherwise, our prescription can be regarded as purely phenomenological.

Thus, for small dipole sizes r < rfr, with αs(r2
fr) ≡ αfr = 0.7, we shall evaluate

the running coupling according to the usual one-loop QCD expression:

αs(r
2) =

12π

(11Nc − 2Nf) ln
(

4 C2

r2Λ2
QCD

) , (2.11)

with Nf = 3, whereas for larger sizes, r > rfr, we freeze the coupling to the fixed value
αfr = 0.7. We take ΛQCD = 0.241 GeV, such that αs(MZ) = 0.1176, with MZ the
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x  10�2

, Q

2  50 GeV2

The only published direct measurements of the longitudinal structure function

FL(x, Q2) were obtained recently by the H1 [17] and ZEUS [18] Collaborations, and
they are not included in the fit.

All in all, 847 data points are included. Statistical and systematic uncertain-

ties were added in quadrature, and normalization uncertainties not considered. [A
more involved treatment separating uncorrelated and correlated/normalization er-

rors could be done only at the expense of adding one more fitting parameter for
each of the 17 data sets used, thus making the minimization task impossible due to

CPU-time requirements.] Since the minimization algorithms require a large number
of calls to the function we have implemented a parallelization of the numeric code.
Finally, the BK evolution equation including running coupling corrections is solved

using a Runge-Kutta method of second order with rapidity step ∆hy = 0.05, see
further details in [49].

In order to smoothly go to photoproduction, we follow [28] and use the redefini-
tion of the Bjorken variable

x̃ = x

(

1 +
4m2

f

Q2

)

, (3.1)

with mf = 0.14 GeV for the three light flavors we consider in Eq. (2.4).

4. Results

4.1 Fits to F2 and description of FL

The values of the free parameters obtained from the fits to data for the two different
initial conditions, GBW and MV, are presented in Table 1. A partial comparison

between the experimental data [1–16] and the results of the fit for F2(x, Q2) is shown
in Fig. 2.

Initial condition σ0 (mb) Q2
s0 (GeV2) C2 γ χ2/d.o.f.

GBW 31.59 0.24 5.3 1 (fixed) 916.3/844=1.086

MV 32.77 0.15 6.5 1.13 906.0/843=1.075

Table 1: Values of the fitting parameters from the fit to F2(x,Q2) data from [1–16] with

x ≤ 10−2 and for all available values of Q2, 0.045 GeV2 ≤ Q2 ≤ 800 GeV2.

On the other hand, FL(x, Q2) offers an additional constrain on the gluon distri-
bution and is expected to have more discriminating power on different approaches,

particularly in the low-Q2 region [70]. In Fig. 3 we show a comparison between
experimental data [17, 18] and our predictions for FL(x, Q2).

Several comments are in order. First, the two different initial conditions yield
very good fits to F2-data, with χ2/d.o.f. ∼ 1, and almost identical results for FL.

– 12 –



results
• excellent fit quality [chi2~1]

• fitted initial conditions are numerically 
‘essentially identical’ 

• good description of FL [not fitted]

5 3

!"#

$

$"# Data
Theory

%!

&'!"(#)*+,&-

!"#

$

$"#

%!

&'."#)*+,&-

!"#

$

$"#

%!

&'$!"!)*+,&-

5 3

!"#

$

$"#

%!

&'$#"!)*+,&-

!#
$!

!.
$!

!/
$!

!&
$!

!"#

$

$"#

%!

&'/#)*+,&-

x

5 3

&'&"!)*+,&-

&'("#)*+,&-

&'$&"!)*+,&-

5 3

&'&("!)*+,&-

!.
$!

!/
$!

!&
$!

&'.#)*+,&-

x

012)3124)5678)71942):;<%=>

4

1 10
-0.2

0

0.2

0.4

H1
AAMQS

0.
27

9

0.
42

7

0.
58

8

0.
87

7

1.
29

1.
69

2.
24

3.
19

4.
02

5.
40

6.
86

10
.3

14
.6

2

x 
. 1

0-4FL

Q2 / GeV2

Figure 2. Comparison of the
latest FL data [14] (red dots) with
the AAMQS calculation using the
results of the fit shown if Fig. 1 (blue
triangles).

safe (x,Q2) regions, leaving a common unfitted region in which the extrapolation from

both formalisms is compared. We find that the deviations from NLO-DGLAP reported

in [15] do not appear when the non-linear rcBK fit is performed at low-x and extrapolated

to the unfitted region. This suggests the presence of saturation e↵ects which are not

accounted for in linear evolution.
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pp, pA and AA [see Itakura’s talk]
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Figure 1. Comparison of forward hadron spectra computed with the AAMQS set h
(solid) and rcMV (dashed) to the data observed at RHIC. The K factor is chosen as
K = 1.5 for charged particles (h−) and K = 0.5 for π0 in pp and d-Au collisions.

solutions for the rcBK equation with different initial values of Q2
s0. Such an approach

has been pursued within the so-called k⊥ factorization approximation for AA collisions,

which reproduces successfully the centrality dependence of the hadron multiplicity at
RHIC and the LHC[15, 10, 11].

Here we combine the DHJ formula with the rcBK evolution in the MC

implementation (MC-DHJ/rcBK). That is, we compute particle productions at each

transverse grid r⊥ using the DHJ formula (3) with Ñ (k, y) numerically obtained from

Q2
s0 at grid r⊥ determined by the MC code:

dN

dyhd2pTdr⊥

= Td(r⊥)×
dN

dyhd2pT

∣∣∣∣
DHJ r⊥

. (4)

Here Td(r⊥) is the thickness function on the dilute side. We stress as an advantage of
this approach that there is no more additional parameter after fitting pp collisions. We

comment also that the MC implementation allows us to study the initial fluctuations[15].

3. Results

We use for fi/p and Dh/i the CTEQ6M NLO PDF [16] and DSS NLO fragmentation
functions [17], respectively, and set the factorization scale to µ2 = p2T . We remark that

an oscillation appears in Ñ(k, y) for smaller Q2
s0 when a sharp cutoff for the running

coupling αs(r) = 1/[b0 ln(4C2/r2Λ2)] is adopted at αfr. Thus we tried a smooth cutoff

αs(r) = 1/[b0 ln(4C2/r2Λ2) + a] where constant a is adjusted to make αs(r) → 2 as

r → ∞ in the rcBK evolution in the case of the rcMV initial condition.

In figure 1, transverse momentum distributions of negatively charged hadrons
h− at pseudo-rapidities η = 2.2 and 3.2 from BRAHMS [18] and neutral pions

π0 at η = 4 from STAR [19] in pp and d-Au collisions at
√
s = 200 GeV

are compared to our results. The AAMQS set h with K = 1.5 (0.5) describes

the forward particle multiplicities of h− (π0) very nicely in pp and d-Au collisions
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Figure 3: Centrality dependence of the charged particle multiplicity at midrapidity for Pb+Pb
collisions at

�
s = 2.76 TeV. Alice data from ref. [18].

every point in the transverse plane, each of them evolved locally to higher energies. The average
over di�erent configurations is performed after the evolution, and not before, as implicitly done in
[12]. Thus we interpret these two di�erent results as an indication that the average over nuclear
geometry does not commute with the evolution.
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Figure 4: Transverse momentum distribution of charged particles at � = 0 for p+p collisions at�
s = 7 TeV. CMS data from ref. [19].

In Fig. 4 we show the transverse momentum distribution of charged particles for p+p collisions
at

�
s = 7 TeV. For the range of p� shown in the figure, particle production is sensitive to LC

momentum fractions well below our assumed starting point of x0 = 0.01. The uGD derived from
MV model initial conditions is clearly too “hard” and predicts an incorrect slope. The new uGD
obtained from the MV� initial condition corrects this deficiency and provides a good description
of the CMS data in the small-x, semi-hard regime. This illustrates the power of LHC to constrain
small-x physics. Also, we have used this observable to fix the genuine “K-factor” to K = 2 (MV�

i.c.) or K = 1.5 (MV i.c.), respectively.
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� LO kt factorization is major caveat

� significant recent analytical progress

� no numerical implementation yet
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Q2,A
s (B) � TA(B)Q2,N

s

Q̄2,A
s � A1/3 Q2,N

s1. Trivial: 

2. Mean field: 

3. Monte Carlo  (realistic i.c for heavy ion collisions) × R
a). Initial conditions for the evolution (x=0.01)

where Λ = 0.241 GeV. This introduces two free parameters: the value x0 where the evolution
starts and the initial saturation scale Qs0(R) at the transverse coordinate R; it measures the local
density of large-x sources at a fixed point in impact parameter space (i.e., in the transverse plane).

As explained in more detail below, the geometry of a given A+A collision is determined by the
fluctuations in the positions of the nucleons in the transverse plane. Each configuration defines a
different local density in the transverse plane of each nucleus. Obviously, the smallest non-zero
local density corresponds to the presence of a single nucleon. The corresponding value of Qs0 is
constrained by phenomenological analyses of e+p2 and p+p data in [11] and [13]. This results
in a central value Q2

s0 ≈ 0.2 GeV 2 for x0 ≈ 0.01. On the other hand, in A+A collisions rare
fluctuations can result in collisions of a large number of nucleons at the same transverse position
and, therefore, in a large Qs0. To account for all possible configurations we tabulate the solution
of the rcBK equation for different values of the initial local density, i.e., for each value of Qs0 in
Eq. (4) ranging from 0.2 GeV2 to 5 GeV2 in bins of 0.1 GeV2. The solutions are then used in
the kt-factorization formula to calculate local gluon production at each point in the collision zone.
Finally we perform the average over all the nucleon configurations generated by the Monte Carlo.

To complete our discussion of the initial conditions we explain how we construct Qs0(R).
We first generate a configuration of nucleons for each of the colliding nuclei. This consists of
a list of random coordinates ri, i = 1 . . . A, chosen from a Woods-Saxon distribution. Multi-
nucleon correlations are neglected except for imposing a short-distance hard core repulsion which
enforces a minimal distance ≈ 0.4 fm between any two nucleons. After this step, the longitudinal
coordinate of any nucleon is discarded, they are projected onto the transverse plane. Factorizing
the fluctuations of the nucleons in a nucleus from possible fluctuations of large-x “hot spots”
within a nucleon (not accounted for at present), and finally from semi-hard gluon production
appears to be justified by the scale hierarchy

1

Qs

" RN " RA , (5)

where RA, RN are the radii of a nucleus and of a proton, respectively.
For a given configuration, the initial saturation momentumQs0(R) at the transverse coordinate

R is taken to be
Q2

s0(R) = N(R)Q2
s0,nucl , (6)

where Q2
s0, nucl = 0.2 GeV2, as discussed above, and where N(R) is the number of nucleons from

the given nucleus which “overlap” the point R:

N(R) =
A
∑

i=1

Θ

(
√

σ0

π
− |R− ri|

)

. (7)

Some care must be exercised in choosing the transverse area σ0 of the large-x partons of a nucleon.
Qs0 corresponds to the density of large-x sources with x > x0 and should therefore be energy
independent (recoil of the sources is neglected in the small-x approximation). We therefore take
σ0 $ 42 mb to be given by the inelastic cross-section at

√
s = 200 GeV. However, σ0 should not

be confused with the energy dependent inelastic cross section σin(s) of a nucleon which grows due
to the emission of small-x gluons.

2Note that the initial conditions in that work were slightly different since they included an anomalous dimension
γ > 1 (while γ = 1 for the MV i.c.).
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b) Solve local rcBK evolution 
     at each transverse point rcBK equation

or KLN model

�(x0 = 0.01, kt, R)

�(x, kt, R)

Is using the same functional form for proton and nuclei u.g.d a good idea?
Is diffusion in the transverse plane negligible?

Nucleons can be regarded as disks (    )  or gaussian  (   )  or ...

�A(x,kt,B) = �p(x,kt,Q2
sp � Q2

sA(B))
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b

R

ri

3 kt-factorization

According to the kt-factorization formalism [12], the number of gluons produced per unit rapidity
at a transverse position R in A+B collisions is given by

dNA+B⇤g

dy d2pt d2R
=

1

⌅s

d⌅A+B⇤g

dy d2pt d2R
, (8)

where ⌅s represents the e�ective interaction area and ⌅A+B⇤g is the cross section for inclusive
gluon production:

d⌅A+B⇤g

dy d2pt d2R
= ⇥

2

CF

1

p2
t

� pt d2kt

4

�
d2b �s(Q) ⇧(

|pt + kt|
2

, x1; b) ⇧(
|pt � kt|

2
, x2; R� b) , (9)

with x1(2) = (pt/
 

sNN) exp(±y) and CF = (N2
c�1)/2Nc; the normalization factor ⇥ is given below.

As noted before, we assume that the local density in each nucleus is homogenous over transverse
distances of the order of the nucleon radius RN . Thus, the b-integral in Eq. (9) yields a geometric
factor proportional to the transverse “area” of a nucleon which cancels with a similar factor implicit
in ⌅s from Eq. (8), modulo subtleties in the definition of ⌅s. In any case, uncertainties associated
with the overall normalization of Eq. (8) cancel in the calculation of the initial eccentricity in
Eq. (16).

The unintegrated gluon distributions (ugd’s) ⇧ entering Eq. (9) are related to the dipole scat-
tering amplitude in the adjoint representation, NG, through a Fourier transform (for consistency
with the notation used in Eq. (9) we make the impact parameter dependence of the ugd’s explicit):

⇧(k, x, b) =
CF

�s(k) (2⇤)3

�
d2r e�ik·r⌦2

r NG(r, Y =ln(x0/x), b) . (10)

In turn, NG is related to the quark dipole scattering amplitude that solves the rcBK equation, N ,
as follows:

NG(r, x) = 2N (r, x)�N 2(r, x) . (11)

Note that this relation entails that the saturation momentum relevant for gluon scattering is larger
than that for quark scattering by about a factor of 2.

Eqs. (10) and (9) were written originally for fixed coupling. In order to be consistent with
our treatment of the small-x evolution, we have extended them by allowing the coupling to run
with the momentum scale. The argument of the running coupling in Eq. (9) is chosen to be
Q = max{|pt + kt|/2, |pt � kt|/2}, while for the definition of the ugd Eq. (10) we take it to be
the transverse momentum itself, k. This turns out to be important in order to reproduce the
centrality dependence of charged particle multiplicities at RHIC, which are otherwise too flat for
small Npart. However, the results are not very sensitive to the particular choice of scale because
⇧ ⇤ 0 as k2 ⇤ 0 due to the saturation of N (r) at large dipole sizes r. In principle, one could
improve on this educated ansatz by using the results of [13] where running coupling corrections to
inclusive gluon production have been studied. Most importantly, the x-dependence of the dipole
scattering amplitude obtained by solving the rcBK equation encodes all the collision energy and
rapidity dependence of the gluon production formula Eq. (9).

With the ugd as defined above, the normalization factor ⇥ (introduced in the kt-factorization
formula (9) above) required to fit the charged particle multiplicity at RHIC energy turns out to
be ⇥ ⌅ 7.1. It lumps together higher-order corrections, sea-quark contributions, parton⇤ hadron
conversion factors and so on. The results shown below were obtained under the assumption that
this normalization factor is the same for both dEt/dy and dN/dy, and that it is energy independent.
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  Albacete-Dumitru-Nara

CGC models for multiplicities can 
also be tested in a p+Pb run 

Good description of Pb+Pb data
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Figure 3: NNPDF1.2 DGLAP fits (green stars) to pseudodata (red bars) for proton F2

(left plot) and FL (right plot) generated by extrapolation of our fits down to x = 10−6 for
Q2 = 2, 5, 10 and 20 GeV2.

F2 can be well fitted by DGLAP, the best DGLAP fit to pseudotata underestimate FL at
small Q2 and overshoots it at the largest Q2 considered, yielding a large χ2/d.o.f.. One
concludes that a precise experimental determination of FL at the LHeC over a large enough
Q2 range might suffice to pin down the kinematic region where departure between DGLAP
and non-linear (or, maybe, linear resummed small-x evolution) takes place, while F2 does
not offer such discrimination power.
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[5] K. Golec-Biernat and M. Wüsthoff, Phys. Rev. D59 (1999) 014017, hep-ph/9807513.

[6] J. L. Albacete, N. Armesto, J. G. Milhano, C. A. Salgado and U. A. Wiedemann, Phys. Rev. D 71

(2005) 014003 arXiv:0408216 [hep-ph].

[7] J. L. Albacete, N. Armesto, J. G. Milhano and C. A. Salgado, arXiv:0902.1112.

[8] M. Klein et. al., Prospects for a Large Hadron Electron Collider (LHeC) at the LHC, EPAC’08, 11th
European Particle Accelerator Conference, 23- 27 June 2008, Genoa, Italy.

[9] R. D. Ball et al. [NNPDF Collaboration], Nucl. Phys. B 809 (2009) 1 [Erratum-ibid. B 816 (2009)
293], arXiv:0808.1231 [hep-ph].

[10] R. D. Ball et al. [The NNPDF Collaboration], arXiv:0906.1958 [hep-ph].

[11] J. Rojo and F. Caola, arXiv:0906.2079 [hep-ph].

DIS 2009



comparison with DGLAP Albacete, Milhano, Quiroga [very soon]
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Figure 2: Causal structure of DGLAP evolution in the (x,Q2) plane. The arrow lines denote the
trajectories followed by the maxima of the curves in Fig. 1. The upper right (blue) region contains
the data used to determined PDFs which are then evolved to the causally connected (green) region
below it. No information can be obtained on the (red) ’disconnected’ region in the lower left corner.
In practice, the boundary between the connected and disconnected region will be approximated
by a vertical line with x = xmin. The number of data points in each region are listed in Table 1
below.

uncertainty. We will address this issue, which has already been raised in the past with
somewhat contradictory conclusions [13, 14] in the last part of this paper. Second, such
deviations might provide evidence for effects which, if included systematically, could affect
LHC observables in a non-negligible way. For instance, recent computation of small x
resummation corrections to various hard processes [15–19] shows that their effect at the
LHC is expected to be of the same size or larger than NNLO corrections. Our results may
support the need for a systematic inclusion of these effects.

Because our basic strategy consists of comparing to data the results of perturbative
evolution, we must first discuss which kinematic regions are connected by perturbative
evolution in a causal way, i.e., such that the results of evolution to one region are affected
by a change in the boundary condition in the other region. The DGLAP evolution equation
for the vector of PDFs f(x,Q2) has the form

Q2
df

(

x,Q2
)

dQ2
=

∫ 1

x

dy

y
P

(

αs(Q
2),

x

y

)

f
(

y,Q2
)

, (1)

where P (αs, x) is a splitting function matrix. Because of the convolution, the solution
f(x̄, Q̄2) of Eq. (1) at some point z = (x̄, Q̄2) only depends on the boundary condition
f(y,Q2

0) in the range y ∈ [x̄, 1]. Hence, a priori the past causal cone of the point (x̄, Q̄2)
is given by the region (x > x̄, Q2 < Q̄2).

However, the bulk of the contribution to the convolution integral Eq. (1) comes from
a small range in x, so that in practice evolution mostly proceeds along trajectories that
go along a path from larger (x0, Q2

0) to smaller (x̄, Q̄2). This picture in fact becomes

3

rcBK

NLO-DGLAP

comparison

test the evolution NOT the choice of initial conditions
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predictive power at small-x
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limitations and outlook

� large kt behaviour unconstrained from DIS data alone

�� pp and mostly pA data needed

� impact parameter dependence for nucleus problematic

�� very sensitive to treatment of edge [gluon mass]

� NLO kt factorized production badly needed for definite statements

�� great analytical progress, numerical work to be done

� less inclusive observables require evolution for higher order correlators [beyond BK]

�� great analytical progress, numerical work to be done

� insufficient eA data for direct constraint on nuclear case [eRHIC, LHeC]

�� pA data can help

� identification of kinematical ‘discovery’ regions for the CGC now possible via detailed 
comparision with DGLAP
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http://www-fp.usc.es/phenom/aamqs/aamqs.html
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Dipole-proton cross section

The imaginary part of the dipole-proton scattering amplitude is available as a FORTRAN routine for

public use. This quantity has been fitted to lepton-proton data using the Balitsky-Kovchegov

evolution equations with running coupling. More details can be found at

J. L. Albacete, N. Armesto, J. G. Milhano, P. Quiroga Arias and C. A. Salgado, arXiv:1012.4408

Please refer to this publication when using the routine.

In order to compute the dipole cross section, simply multiply the output from the routine by the

corresponding values in Table 1 of arXiv:1012.4408 (the actual values depend on the chosen set

of parameters). These values are

For the fits with only light flavors (subroutine aamqs10l):

sigma0=32.357 mb for GBW initial conditions, set a

sigma0=32.895 mb for MV initial conditions, set e

 

For the fits with light+heavy flavors (subroutine aamqs10h):

sigma0=35.465 mb for GBW initial conditions, light, set b

sigma0=18.430 mb for GBW initial conditions, heavy, set b

sigma0=35.449 mb for MV initial conditions, light, set f

sigma0=19.066 mb for MV initial conditions, heavy, set f

Full instructions and explanations can also be found at the headers of the routines.

To download the code, please follow this link

 

The main novelties on these parametrizations with respect to our older one

arXiv:0902.1112 are the use of the new (H1 and ZEUS combined) HERA data with

much smaller error bars as well as the inclusion of heavy flavors in the fits.

If you find any problem, please, let us know

 

 

 

 

 

 

 

          

IGFAE and USC Phenomenology Group .......

http://www-fp.usc.es/phenom/aamqs/aamqs.html
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! proton vs. nuclear pdfs

• proton case

� collinear factorization theorems proven for some processes

� wealth of data (DIS, DY, jets)

�� very reliable pdfs in ‘data covered’ kinematical range

� large number of parameters in i.c.

�� very ‘accommodating’

�� large uncertainty where data not available [small-x for moderate Q2]

• but [see later] small x effects beyond collinear approach



! proton vs. nuclear pdfs

• nuclear case 

� collinear factorizability is a working assumption

�� encoding of all nuclear effects in npdfs is a huge leap of faith

�� could be reliably tested in pA LHC collisions [will discuss later]

� relatively scarce data

� standardly encoded as nuclear modification of proton pdfs [inherits 
proton pdf uncertainties]
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Figure 2: The kinematical reach of the DIS, DY and pion production data (see Table 1)
corresponding to the factorization scale choices explained in the text. The points indicate
the lowest x and Q2 values in which partons are sampled in the cross-section calculation.
Also the BRAHMS data [37] for negatively charged hadron production is shown as it will be
discussed later in Sec. 4. The dashed horizontal line indicates the kinematical cut imposed
on the data.

DIS cross-section at NLO, the main gluon constraint provided by DIS still comes
through the scale evolution of sea quarks that is driven by the gluons.

• Drell-Yan dilepton production

The DY data, taken together with DIS, can discriminate between valence and
sea quarks near x = 0.1. The DY cross-section retains also some sensitivity to
the sea quarks at larger x but, unfortunately, the precision of the current data
is not enough to exploit this constraint in its full potential. The invariant mass
M2 in our data sample is typically large, M2 ! Q2

0, and consequently there are
sizable evolution effects that constrain the gluons also.

• Inclusive pion production
This type of data is usually accompanied by a rather large normalization un-
certainty stemming, among other sources, from the model-dependent quantity
〈Ncoll〉. Apart from the normalization uncertainty, the shape of Rπ

dAu can never-
theless act as a vital constraint, especially for the nuclear modification for gluons.
The slight downward trend seen in the large-pT part of Rπ

dAu at midrapidity [28]
indicates the need for a gluon EMC-effect, and the smallest-pT part of the Rπ

dAu

would not be satisfactorily reproduced without shadowing (see Fig. 9 ahead).
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! why does partonic density grow ?

• hadronic wave function [ensemble] can be described by a colour charge density ρa 

::  associated non-dynamical longitudinal Coulomb field

• when boosted, longitudinal field becomes transverse 

:: equivalent [Weizsacker-Williams] gluons

• ‘emerging’ gluons

WHY DOES THE PARTONIC DENSITY GROW?

A HADRONIC STATE |H〉 CONSISTS OF PARTONS WHICH CARRY COLOR. IT
IS DESCRIBED BY THE COLOR CHARGE DENSITY ρa.

ONCE YOU HAVE ρa YOU ALSO HAVE NON-DYNAMICAL LONGITUDINAL
COULOMB FIELD

WHEN BOOSTED LONGITUDINAL FIELD BECOMES TRANSVERSE
- LIVE (Weizsacker-Williams) GLUONS.

Ei(r) =
g

4π

ri

|r|3
→ Ei =

g

2π

Xi
⊥

X2
⊥

δ(X−)

HOW MANY WW GLUONS EXACTLY MATERIALIZE?

Ei(k) = i
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i(k)] = i

√
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k2
⊥

AND:
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k2
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Z

dk+

k+
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αs

k2
⊥

η

THESE GLUONS ALSO CARRY COLOR CHARGE

- SO THE COLOR CHARGE DENSITY IS INCREASED BY BOOST.

IF BOOSTED AGAIN THE WW GLUONS CREATE THEIR OWN WW FIELD AND
SO MORE GLUONS

- AND SO IT GOES...
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- AND SO IT GOES...

and these are colour charged
:: own WW field ::

more gluonsditto, ditto ...



! AAMQs setup 

• DIS reduced cross section

• b-dependence governed by long-distance non-perturbative physics     
[extra model input]

• AAMQs resorts to translational invariance approximation

� proton homogeneous in transverse plane

�T,L(x,Q

2) = �0

Z 1

0
dz

Z
dr

�� T,L(z, Q

2
, r)

��2N (r, x)

numerical implementation, it was shown [12] that considering only running coupling corrections
to the BK equation accounts for most of the NLO e⇥ects. The ability of the rcBK equation
to correctly describe experimental data was shown in [13]. There, a global fit of the inclusive
DIS structure function led to the public release of a parametrization of the dipole scattering
cross section at small values of x. Thus, running coupling BK (rcBK), the most reliable and
phenomenologically usable non-linear small-x evolution tool, has become the standard choice
for CGC computation of experimental observables (e.g., [14–16]).

The H1 and ZEUS combined data set for the DIS reduced cross section [17] poses a series
of new challenges and opportunities. On the one hand, the high-accuracy of the data puts
the rcBK equation under much more stringent test conditions and will eventually lead to a
better constrained parametrization. On the other hand, the data being given directly in terms
of the reduced cross section, the experimentally measured quantity, eliminates the theoretical
bias associated with the extraction of F2 and FL from data. Here, we present the first results
obtained both from the global fit of these data within the setup of [13] where only light quarks
were taken as contributing to the DIS cross section, and from a global fit in which available F c

2
data is used to constrain the heavy quark contribution to the DIS cross section.

In the kinematical domain (Q2 < 50 GeV, x < 0.01) considered in this work, the reduced DIS
cross-section ⌅r can be written in terms of the virtual photon-proton cross-section ⌅T,L, with T
(transverse) and L (longitudinal) the polarization of the virtual photon, as

⌅r(x, y,Q
2) =

Q2

4⇤2�em

⌥
⌅T +

2(1� y)

1 + (1� y)2
⌅L

�
. (1)

Here, y = Q2/sx (
⇧
s is the center of mass collision energy) is the inelasticity variable. In the

dipole formulation of QCD, valid for small-x, one has

⌅T,L(x,Q
2) =
 

f

⌅0,f

⌦ 1

0
dz dr |�f

T,L(ef ,mf , z,Q
2, r)|2N (r, x) , (2)

where �f
T,L is the light-cone wave function for a virtual photon to fluctuate into a quark-

antiquark dipole of quark flavor f (with mass mf and electric charge ef ). N (r, x) is the
imaginary part of the dipole-target scattering amplitude averaged over impact parameter, with r
the transverse dipole size. ⌅0,f is (half) the transverse area over which quarks of a given flavour
are distributed. Light quarks are taken to be identically distributed (⌅0,f=u,d,s = ⌅0,light). When
accounting for heavy flavour contributions in (1) we allow ⌅0,f=c,b = ⌅0,heavy to be di⇥erent from
⌅0,light. These are free fit parameters.

The evolution of N (r, x) is given by the rcBK equation:

 N (r, x)

 ln(x0/x)
=

Nc �s(r2)

2⇤2

⌦
dr1

⇧
r2

r21 r
2
2

+
1

r21

⇤
�s(r21)

�s(r22)
� 1

⌅
+

1

r22

⇤
�s(r22)

�s(r21)
� 1

⌅⌃

· [N (r1, x) +N (r2, x)�N (r, x)�N (r1, x)N (r2, x)] . (3)

where r2 = r�r1, and x0 (in our case x0 = 0.01) is the value of x where the evolution starts (the
highest value of x in the data included in the fits). The kinematic cost of the virtual photon to
fluctuate into a dipole of a given mass is accounted for by x = xexp (1+ 4m2

f/Q
2). The running

coupling in (3) is evaluated at 1-loop accuracy in coordinate space

�s,nf (r
2) =

4⇤

⇥0,nf ln
�

4C2

r2�2
nf

⇥ , ⇥0,nf = 11� 2

3
nf , (4)

only LO
[QED calculation]
NLO now available 

‘b-integration’N (b, r, x)

T (b)N (r, x)
:: no correlation in impact parameter :: 

Z
dbT (b)! �0

�0N (r, x)

[Balitsky & Chirilli]

interaction in the kinematic region where unitarity e⇥ects are expected to be important.
Other fit parameters also change noticeably after such direct inclusion of heavy quarks,
thus blurring their physical interpretation. We notice that a simple modification on the
assumptions concerning the normalization of the heavy quark contribution or, equivalently,
concerning the average radius of their transverse distribution, fixes the problem of stability
of the fits. For a consistent treatment of dynamical heavy quark e⇥ects we consider not only
its contribution to the DIS cross section but we also implement a variable flavor scheme
for the beta function to properly incorporate such e⇥ects in the running of the coupling.

This work is structured as follows: Section 2 is devoted to a brief review of our theoret-
ical set up, which relies on the dipole model formulation of the e+p scattering process and
in the use of the rcBK equation to describe the small-x dynamics of the dipole scattering
amplitude. There we discuss the free parameters in the fit, together with our choice of ini-
tial conditions for the solution of the rcBK equation. The implementation of the variable
flavor number scheme for the running of the coupling as well as the infrared regularization
of the coupling are discussed in section . The experimental data included in the fits and
the numerical method devised to perform the global fits are is discussed in section 3 Our
results are presented in section 4, where we first present the fits including only light quarks
in the analysis. We then include the e⇥ects of charm and beauty, finding in both cases a
good description of data. Finally, we wrap up with summary and conclusions.

2. Setup

In this section we briefly review the main ingredients needed for the calculation of the
inclusive and longitudinal DIS structure functions, which was extensively discussed in our
previous paper []. Neglecting the contribution from Z boson exchange, only relevant at Q2

much larger than those considered in this work, the reduced cross section can be expressed
in terms of the inclusive, F2, and longitudinal, FL, structure functions:

⇤r(x, Q2) = F2(x, Q2)� y2

1 + (1� y)2
FL(x, Q2), (2.1)

where y = Q2/sx is the inelasticity variable,
⇧

s the center of mass collision energy. In
turn, at x⇥ 1, the inclusive and longitudinal structure functions can be expressed as

F2(x, Q2) =
Q2

4 ⇥2�em
(⇤T + ⇤L) , (2.2)

FL(x, Q2) =
Q2

4 ⇥2�em
⇤L . (2.3)

where ⇤T,L stands for the virtual photon-proton cross section for transverse (T ) and longi-
tudinal (L) polarization of the virtual photon. In the dipole model, valid at high energies
or small x, one writes [?, ?]:

⇤T,L(x, Q2) = 2
�

f

⇥ 1

0
dz

⇥
db dr |�f

T,L(ef , mf , z,Q2, r)|2 N (b, r, x) , (2.4)
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!

• allow for independent light and heavy i.c.

• should follow from ‘better’ treatment of b-dependence 

� heavy quark dipoles couple differently to target ...

• additional fit parameters ...

AAMQs setup :: including heavy quarks

Q2
0,light(b)

‘b-integration’

�light
0

Q̄2
0,light �light

Q2
0,heavy(b) Q̄2

0,heavy(b)

�heavy
0

�heavy

other for the three light quarks, ⇥0:

⇥T,L(x, Q2) = ⇥0

�

f=u,d,s

⇥ 1

0
dz dr |�f

T,L(ef , mf , z,Q2, r)|2 N light(r, x)

+⇥heavy
0

�

f=c,b

⇥ 1

0
dz dr |�f

T,L(ef , mf , z,Q2, r)|2 N heavy(r, x) . (2.16)

As we shall discuss in section 4, such assumption is not only a physically well motivated
one, but it turns out to necessary in order to attain a good description of data, and also for
the stability of the fits with respect to the inclusion or not of the heavy quark contribution.
Finally, the superscripts light and heavy in the dipole scattering amplitudes in Eq. (??)
refers to the fact that we may consider di⇥erent initial values of the parameters in the
initial condition for light and heavy quarks. This additional assumption would duplicate
the number of free parameters but turns out not to be mandatory for a good description
of data, as discussed in section 4.

2.5 Summary of the theoretical setup and free parameters

In summary, we will calculate the reduced cross section and the charm and beauty con-
tribution to the inclusive structure functions according to the dipole model under the
translational invariant approximation Eq. (??). The small-x dependence is completely de-
scribed by means of the BK equation including running coupling corrections, Eqs. (??-??),
for which three di⇥erent initial conditions GBW, MV and scaling are considered. All in
all, the free parameters to be fitted to experimental data are:

• ⇥0 : The total normalization of the cross section in Eq. (??).

• Q2
s 0 : The saturation scale of the proton at the highest experimental value of Bjorken-

x included in the fit, x0 = 10�2, in Eqs. (??) and (??).

• C2: The parameter relating the running of the coupling in momentum space to the
one in dipole size in Eq. (??).

• � : The anomalous dimension of the initial condition for the evolution in Eqs. (??)
and (??). As discussed in Section ??, in some cases (GBW) � can be fixed to 1,
obtaining equally good fits to data than when it is considered a free parameter.

The fits with heavy quarks introduce additional free parameters, ⇥heavy
0 , Qheavy

0 and �heavy,
with analogous physical meaning as those listed above.

3. Numerical method and experimental data

The fit includes data on di⇥erent observables and from di⇥erent experiments:
• Data on the inclusive structure function F2 by the the E665 [?] (FNAL), the NMC [?]

(CERN-SPS) collaborations.
• Data for the reduced cross section ⇥r from the combined analysis of the H1 and

ZEUS collaborations.
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results
• fully consistent with results obtained with 

‘old’ HERA data [AAMS]

� very mild change of parameters

� tension with high Q2 data [and this 
is good] :: not shown

• fitted initial conditions are numerically 
‘essentially identical’

� physically meaningful
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Fits with only light flavours

Everything OLD coupling= fixed number of flavours
Data used: combined hera + non hera

Results: cut in Q2 = 50 GeV2, ndat = 325.

fit χ2

d.o.f Q2
S,0 σ0 γ C m2

l

GBW
a αf = 0.7 1.226 0.241 32.357 0.971 2.46 fixed
a’ αf = 0.7 (Λmτ

) 1.235 0.240 32.569 0.959 2.507 fixed
b αf = 0.7 1.264 0.2633 30.325 0.968 2.246 1.74E-2
c αf = 1 1.279 0.254 31.906 0.981 2.378 fixed
c’ αf = 1 (Λmτ

) 1.244 0.2329 33.608 0.9612 2.451 fixed
d αf = 1 1.248 0.239 33.761 0.980 2.656 2.212E-2

MV
e αf = 0.7 1.171 0.165 32.895 1.135 2.52 fixed
f αf = 0.7 1.161 0.164 32.324 1.123 2.48 1.823E-2
g αf = 1 1.140 0.1557 33.696 1.113 2.56 fixed
h αf = 1 1.117 0.1597 33.105 1.118 2.47 1.845E-2
h’ αf = 1 (Λmτ

) 1.104 0.168 30.265 1.119 1.715 1.463E-2

When fixed, mlight = 140 MeV (m2
light,fixed = 1.96·10−2 GeV2) , αfrozen always

fixed.

When not specified, the value of Λ is the corresponding to αs(mZ).

1

The only published direct measurements of the longitudinal structure function

FL(x, Q2) were obtained recently by the H1 [17] and ZEUS [18] Collaborations, and
they are not included in the fit.

All in all, 847 data points are included. Statistical and systematic uncertain-

ties were added in quadrature, and normalization uncertainties not considered. [A
more involved treatment separating uncorrelated and correlated/normalization er-

rors could be done only at the expense of adding one more fitting parameter for
each of the 17 data sets used, thus making the minimization task impossible due to

CPU-time requirements.] Since the minimization algorithms require a large number
of calls to the function we have implemented a parallelization of the numeric code.
Finally, the BK evolution equation including running coupling corrections is solved

using a Runge-Kutta method of second order with rapidity step ∆hy = 0.05, see
further details in [49].

In order to smoothly go to photoproduction, we follow [28] and use the redefini-
tion of the Bjorken variable

x̃ = x

(

1 +
4m2

f

Q2

)

, (3.1)

with mf = 0.14 GeV for the three light flavors we consider in Eq. (2.4).

4. Results

4.1 Fits to F2 and description of FL

The values of the free parameters obtained from the fits to data for the two different
initial conditions, GBW and MV, are presented in Table 1. A partial comparison

between the experimental data [1–16] and the results of the fit for F2(x, Q2) is shown
in Fig. 2.

Initial condition σ0 (mb) Q2
s0 (GeV2) C2 γ χ2/d.o.f.

GBW 31.59 0.24 5.3 1 (fixed) 916.3/844=1.086

MV 32.77 0.15 6.5 1.13 906.0/843=1.075

Table 1: Values of the fitting parameters from the fit to F2(x,Q2) data from [1–16] with

x ≤ 10−2 and for all available values of Q2, 0.045 GeV2 ≤ Q2 ≤ 800 GeV2.

On the other hand, FL(x, Q2) offers an additional constrain on the gluon distri-
bution and is expected to have more discriminating power on different approaches,

particularly in the low-Q2 region [70]. In Fig. 3 we show a comparison between
experimental data [17, 18] and our predictions for FL(x, Q2).

Several comments are in order. First, the two different initial conditions yield
very good fits to F2-data, with χ2/d.o.f. ∼ 1, and almost identical results for FL.
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! results [light + heavy]

• σ0charm < σ0light

� also charm has a gentler fall-off in i.c [γcharm < γlight]

• F2c constrained

Fits with heavy quarks

Everything NEW coupling= matched nf = 3, 4, 5.

Results: cut in Q2=50 GeV2, ndat=329.

fit χ2

d.o.f Q2
S,0 σ0 γ Q2

S,0,c σ0,c γc C m2
l

GBW
a αf = 0.7 1.269 0.2294 36.953 1.259 0.2289 18.962 0.881 4.363 fixed
a’ αf = 0.7 (Λmτ

) 1.302 0.2341 36.362 1.241 0.2249 20.380 0.919 7.858 fixed
b αf = 0.7 1.231 0.2386 35.465 1.263 0.2329 18.430 0.883 3.902 1.458E-2
c αf = 1 1.356 0.2373 35.861 1.270 0.2360 13.717 0.789 2.442 fixed
d αf = 1 1.221 0.2295 35.037 1.195 0.2274 20.262 0.924 3.725 1.351E-2

MV
e αf = 0.7 1.395 0.1673 36.032 1.355 0.1650 18.740 1.099 3.813 fixed
f αf = 0.7 1.244 0.1687 35.449 1.369 0.1417 19.066 1.035 4.079 1.445E-2
g αf = 1 1.325 0.1481 40.216 1.362 0.1378 13.577 0.914 4.850 fixed
h αf = 1 1.298 0.156 37.003 1.319 0.147 19.774 1.074 4.355 1.692E-2

2



! efele

• H1 and ZEUS direct measurements

� not included in the fit [independent test]
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! vs. DGLAP

• AAMS 1.0 F2 and FL cannot be fitted by NLO-DGLAP [Rojo, LHeC working group]

• i.e., pseudo-data (for LHeC) generated from AAMS is inconsistent with NLO-
DGLAP 

• differences cannot be absorbed into initial condition [in which there are ∼200 
parameters]
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Figure 3: NNPDF1.2 DGLAP fits (green stars) to pseudodata (red bars) for proton F2

(left plot) and FL (right plot) generated by extrapolation of our fits down to x = 10−6 for
Q2 = 2, 5, 10 and 20 GeV2.

F2 can be well fitted by DGLAP, the best DGLAP fit to pseudotata underestimate FL at
small Q2 and overshoots it at the largest Q2 considered, yielding a large χ2/d.o.f.. One
concludes that a precise experimental determination of FL at the LHeC over a large enough
Q2 range might suffice to pin down the kinematic region where departure between DGLAP
and non-linear (or, maybe, linear resummed small-x evolution) takes place, while F2 does
not offer such discrimination power.
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! Balitsky-Kovchegov (BK) equation

! closed evolution for scattering probability

! is unitary [scattering probability cannot grow above 1]

! large Nc limit (mean field) of infinite hierarchy [equivalent to target evolution]

! no other consistent truncation possible

! numerical results for full hierarchy deviate 10% (0.1%) at most from full B-JIMWLK

∂N(r, Y )

∂Y
=

∫

d2z

2π
K(#r,#r1,#r2)

[

N(r1, Y )+N(r2, Y )−N(r, Y )−N(r1, Y )N(r2, Y )
]

N(x, y) = 〈n(x, y)〉target = 1/Nc〈1 − V (x)V †(y)〉target

∂

∂Y
〈n(x, y)〉 = · · · 〈n(x, y)n(y, z)〉

∂

∂Y
〈n(x, y)n(y, z)〉 = · · ·

· · ·

〈n(x, y)n(y, z)〉 = 〈n(x, y)〉〈n(y, z)〉 + o(1/N2

c
) = N(x, y)N(y, z) + o(1/N2

c
)

large      limitNc



! on why B is B’

applicable. In our case x0 = 0.01 will be the highest experimental value of x included

in the fit.

The calculations in [46, 47] proceeded by including αs Nf corrections (Nf being
the number of flavors) into the evolution kernel to all orders and by then completing
Nf to the one-loop QCD beta-function via replacing Nf → −6πβ2, with β2 = (11Nc−
2Nf )/(12π). The calculation of the αs Nf corrections is particularly simple in the
s-channel light-cone perturbation theory (LCPT) formalism used to derive the BK

and JIMWLK equations: there αs Nf corrections are solely due to chains of quark
bubbles placed onto the s-channel gluon lines, as sketched in Fig. 1A. Importantly,
at the same degree of accuracy a new physical channel is opened, namely the emission

of a quark-antiquark pair, instead of a gluon, as depicted in Fig. 1B. The calculation
in [48] relied instead on the use of dispersive methods, arriving at the same results

as in the perturbative calculation in [47].

Neglecting the impact parameter dependence, the improved BK evolution equa-
tion for the dipole scattering amplitude obtained after resumming the subleading
αsNf corrections to all orders in [46, 47] can be written in the following, rather

general form [49]:
∂N (r, Y )

∂Y
= R[N ] − S[N ] , (2.7)

where both R and S are functionals of the dipole scattering amplitude, N . The
first, running coupling, term R[N ] in Eq. (2.7) gathers all the αs Nf factors needed

to complete the QCD beta function, resulting in a functional form identical to the
LO one but involving a modified kernel which provides the scale setting for the

running of the coupling. In turn, the second term in the r.h.s. of Eq. (2.7), S[N ],
the subtraction term, accounts for conformal, non running-coupling contributions.

A

x
0

z

x
1

x
0

1
x

z

z

1

21−α

α

B

Figure 1: Schematic representation of the diagrams contributing to the evolution to all

orders in αsNf . The s-channel gluon line can be attached to either the quark (upper line)

or the antiquark (lower line).

It would be erroneous to identify the gluon and quark-antiquark emission chan-

nels with the running and subtraction terms in Eq. (2.7) respectively. Importantly,
the quark-antiquark channel contains a logarithmic ultra-violet (UV) divergence as-

– 7 –

Finally, we have checked that combining the subtraction
and running coupling contributions for both schemes adds
up to the same result. This is shown in Fig. 9, where we plot
the value of the total functional F ! R" S calculated
under the KW scheme [Eqs. (8) and (36) for the running
coupling term, R, and Eq. (41) for the subtraction term, S]
and under Balitsky’s scheme [Eqs. (7) and (35) for the
running coupling term and Eq. (40) for the subtraction

term]. The two results coincide within the estimation of
the numerical accuracy previously discussed. The agree-
ment between the two results is better in the small-!
region, where the two curves lay almost on top of each
other. In the saturation region, ! * 1, the agreement is
slightly worse, although the differences between the values
of F calculated in both schemes is still much less than the
differences between the running coupling terms them-
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! predictions

• F2 and FL extrapolated to LHeC and UHECR kinematical conditions

� near independence on [tested] initial conditions

� first principle approach allows for credible extrapolation

�� ‘all’ relevant physics included
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Figure 4: Predictions for F2(x,Q2) (top) and FL(x,Q2) (bottom) versus x, for 10−8 ≤
x ≤ 10−2 and Q2 = 10−1, 1, 10, 102 , 103 GeV2 (lines from bottom to top). Solid black lines

show the results obtained with GBW i.c., and dotted red lines those obtained with MV i.c.

function, is more apparent in FL than in F2. This fact stresses, in our view, the

importance of FL measurements to distinguish different scenarios for the small-x
dynamics: fixed order perturbative QCD, resummation schemes or saturation models
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!

• small, but systematic, deviations from data found for F2 [of all places...] HERA data

� not NNLO [goes in the wrong direction]

� not a mass effect [too small] :: should be settled by NNPDF 2.1

� solvable by BFKL resummation in DGLAP kernel [interim fix...]

•  predictive power rapidly degrades with 1/x

DGLAP i.c. independent statements (ii)
Caola, Forte, Rojo
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Figure 6: The proton structure function F2(x,Q2) computed using NNPDF1.2 (left) or NNPDF2.0
(right) PDFs obtained from fits with different values of Acut.

global compatibility of the NLO DGLAP framework, as discussed in Sect. 3. A further
difference between NNPDF1.2 and NNPDF2.0 is an improved treatment of normaliza-
tion uncertainties based on the so–called t0 method [28], which avoids the biases of other
commonly used methods to deal with normalization uncertainties.

The “safe” region, where non–DGLAP effects are likely to be negligible, is defined as

Q2 ≥ Acut · x
λ, (2)

with λ = 0.3. This definition has the feature of only considering small-x data unsafe when
their scale is low enough, with the cutoff scale higher at smaller x; its detailed shape is
inspired by saturation and resummation studies. We have performed fits with only data
which pass the cut Eq. (2) included, with a variety of choices for Acut, shown in Fig. 2.
Results depend smoothly on Acut.

As a first test, we have computed the proton structure function F2 and compared it
with data (see Fig. 6) at Q2 = 3.5 GeV2, where a significant x range falls below the cut
(see Fig. 2). Clearly, the prediction obtained from backward evolution of the data above
the cut exhibits a systematic downward trend. This deviation, which becomes more and
more apparent as Acut is raised, is visible but marginal when the NNPDF1.2 set based
on old HERA data is used, but it becomes rather more significant when using NNPDF2.0
and new HERA data. Interestingly, with old HERA data the uncut fit agrees well with
the data, showing that whatever the possible deviation between data and theory, it is
absorbed by the PDFs. This is no longer possible when the more precise combined HERA
data are used: in such case, even when no cut is applied, the theory cannot reproduce the
data fully. This suggests that at low-x and Q2 the scale dependence predicted using NLO
DGLAP is stronger than the scale dependence seen in the data.

In order to quantify this observed deviation from NLO DGLAP, we introduce the
statistical distance

dstat(x,Q
2) ≡

Fdata − Ffit
√

σ2
data + σ2

fit

, (3)

i.e. the difference between the observable Fdata and the NLO DGLAP prediction Ffit in
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tion uncertainties based on the so–called t0 method [28], which avoids the biases of other
commonly used methods to deal with normalization uncertainties.

The “safe” region, where non–DGLAP effects are likely to be negligible, is defined as

Q2 ≥ Acut · x
λ, (2)

with λ = 0.3. This definition has the feature of only considering small-x data unsafe when
their scale is low enough, with the cutoff scale higher at smaller x; its detailed shape is
inspired by saturation and resummation studies. We have performed fits with only data
which pass the cut Eq. (2) included, with a variety of choices for Acut, shown in Fig. 2.
Results depend smoothly on Acut.

As a first test, we have computed the proton structure function F2 and compared it
with data (see Fig. 6) at Q2 = 3.5 GeV2, where a significant x range falls below the cut
(see Fig. 2). Clearly, the prediction obtained from backward evolution of the data above
the cut exhibits a systematic downward trend. This deviation, which becomes more and
more apparent as Acut is raised, is visible but marginal when the NNPDF1.2 set based
on old HERA data is used, but it becomes rather more significant when using NNPDF2.0
and new HERA data. Interestingly, with old HERA data the uncut fit agrees well with
the data, showing that whatever the possible deviation between data and theory, it is
absorbed by the PDFs. This is no longer possible when the more precise combined HERA
data are used: in such case, even when no cut is applied, the theory cannot reproduce the
data fully. This suggests that at low-x and Q2 the scale dependence predicted using NLO
DGLAP is stronger than the scale dependence seen in the data.

In order to quantify this observed deviation from NLO DGLAP, we introduce the
statistical distance
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with λ = 0.3. This definition has the feature of only considering small-x data unsafe when
their scale is low enough, with the cutoff scale higher at smaller x; its detailed shape is
inspired by saturation and resummation studies. We have performed fits with only data
which pass the cut Eq. (2) included, with a variety of choices for Acut, shown in Fig. 2.
Results depend smoothly on Acut.

As a first test, we have computed the proton structure function F2 and compared it
with data (see Fig. 6) at Q2 = 3.5 GeV2, where a significant x range falls below the cut
(see Fig. 2). Clearly, the prediction obtained from backward evolution of the data above
the cut exhibits a systematic downward trend. This deviation, which becomes more and
more apparent as Acut is raised, is visible but marginal when the NNPDF1.2 set based
on old HERA data is used, but it becomes rather more significant when using NNPDF2.0
and new HERA data. Interestingly, with old HERA data the uncut fit agrees well with
the data, showing that whatever the possible deviation between data and theory, it is
absorbed by the PDFs. This is no longer possible when the more precise combined HERA
data are used: in such case, even when no cut is applied, the theory cannot reproduce the
data fully. This suggests that at low-x and Q2 the scale dependence predicted using NLO
DGLAP is stronger than the scale dependence seen in the data.

In order to quantify this observed deviation from NLO DGLAP, we introduce the
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! DGLAP dev
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global compatibility of the NLO DGLAP framework, as discussed in Sect. 3. A further
difference between NNPDF1.2 and NNPDF2.0 is an improved treatment of normaliza-
tion uncertainties based on the so–called t0 method [28], which avoids the biases of other
commonly used methods to deal with normalization uncertainties.

The “safe” region, where non–DGLAP effects are likely to be negligible, is defined as

Q2 ≥ Acut · x
λ, (2)

with λ = 0.3. This definition has the feature of only considering small-x data unsafe when
their scale is low enough, with the cutoff scale higher at smaller x; its detailed shape is
inspired by saturation and resummation studies. We have performed fits with only data
which pass the cut Eq. (2) included, with a variety of choices for Acut, shown in Fig. 2.
Results depend smoothly on Acut.

As a first test, we have computed the proton structure function F2 and compared it
with data (see Fig. 6) at Q2 = 3.5 GeV2, where a significant x range falls below the cut
(see Fig. 2). Clearly, the prediction obtained from backward evolution of the data above
the cut exhibits a systematic downward trend. This deviation, which becomes more and
more apparent as Acut is raised, is visible but marginal when the NNPDF1.2 set based
on old HERA data is used, but it becomes rather more significant when using NNPDF2.0
and new HERA data. Interestingly, with old HERA data the uncut fit agrees well with
the data, showing that whatever the possible deviation between data and theory, it is
absorbed by the PDFs. This is no longer possible when the more precise combined HERA
data are used: in such case, even when no cut is applied, the theory cannot reproduce the
data fully. This suggests that at low-x and Q2 the scale dependence predicted using NLO
DGLAP is stronger than the scale dependence seen in the data.

In order to quantify this observed deviation from NLO DGLAP, we introduce the
statistical distance

dstat(x,Q
2) ≡

Fdata − Ffit
√

σ2
data + σ2

fit

, (3)

i.e. the difference between the observable Fdata and the NLO DGLAP prediction Ffit in
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! AAMQS collaboration

• 4 institutes

• 5 scientists

• ~200 cpu cores

• installation and commissioning in 2009

• online from early 2010

AAMQs

installation [Spring 2009]

http://www-fp.usc.es/phenom/aamqs/aamqs.html

http://www-fp.usc.es/phenom/aamqs/aamqs.html
http://www-fp.usc.es/phenom/aamqs/aamqs.html

