Commentary: On effect measures, heterogeneity, and the laws of nature
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Ingram Olkin, at a leisurely breakfast on a sunny Sunday of this century

When it comes to the effectiveness and safety of treatments, does nature prefer multiplicative or additive effects – or something else?

Empirical surveys of meta-analyses comparing treatments for dichotomous outcomes suggest that the choice of effect measure is associated with how (in)consistent, or heterogeneous, study effects appear to be between them.\(^1\)\(^3\) A typical observation is that statistical tests for between-study heterogeneity are more often significant with a risk difference measure compared to a multiplicative measure such as the odds ratio.\(^1\)\(^2\)

Poole et al. submit that we should not rush to interpret the aforementioned observations as indications that nature works on a multiplicative rather than additive scale, or as an implication of “a certain ontological property about the universe: about human persons and the exposures, treatments and outcomes they experience”.\(^4\) Much as the various measures of effect refer to different scales (e.g., the risk difference refers to the probability scale whereas the log-odds ratio refers to the logit-probability scale), so do all commonly used measures of effect heterogeneity. The scale-dependence of the analyses precludes one from readily comparing statistics (including heterogeneity \(p\)-values) across different effect measures. All commonly used measures of heterogeneity are in this respect unfulfilling, and a scale-independent assessment of heterogeneity is needed.
We agree with Poole et al. that statistics do not readily transfer across scales, and outline a modest proposal for recasting models meta-analytical in a framework that might allow comparisons of analyses conducted in different scales. We second the authors’ call for developing novel, and more meaningful measures and explorations of heterogeneity, even for analyses that use a specific effect measure. We are similarly skeptical of bold interpretations of meta-epidemiological observations, and offer some higher lever critiques.

**Meta-analysis in the generalized linear mixed modeling framework**

We recast meta-analysis in the generalized linear (mixed) modeling (GL[M]M) framework, in an attempt to reframe choice of effect measures and modeling of heterogeneity as tasks that are amenable to existing theory and tools. While, strictly speaking, this analytical framing is different from the analyses conducted in the meta-epidemiological studies mentioned above, it is for most practical purposes equivalent, and perhaps preferable.

Consider a collection of studies, indexed by \( k = 1, \ldots, K \), that compare an intervention versus a control with respect to a binary outcome. (For simplicity, we focus here on two-arm trials, but this discussion generalizes to multi-arm trials.) Provided that the definitions of the populations, the versions of the compared interventions, and the outcome are similar-enough in all \( K \) studies, to some of us it makes sense to learn the intervention effect across them. But first, let’s define effect measures in a single study, and fix some notation.

**Measuring the effect in a single study**
For the $k$-th study, write $x_{k0}$ ($x_{k1}$) for the number of events and $N_{k0}$ ($N_{k1}$) for the total number of participants in the control (intervention) arms. Write also $\pi_{k0}$ ($\pi_{k1}$) for the respective population probabilities of events. We measure the effect of the intervention, $\delta_k$, as the difference between functions of the probability of events in the two groups

$$\delta_k = g(\pi_{k1}) - g(\pi_{k0}),$$

where $g(\cdot)$ is a function that is monotonic over the unit interval $(0, 1)$. The common effect measures of interest are obtained for a suitable $g(\cdot)$. One obtains the risk difference when $g(\cdot)$ is the identity function, the log risk ratio when $g(\cdot) = \log(\cdot)$, and the log odds ratio when $g(\cdot) = \logit(\cdot)$. Although the risk difference, risk ratio and odds ratio are the measures epidemiologists are most familiar with, an infinite set of measures can be defined, because infinite $g(\cdot)$'s exist. For example, epidemiologists who were experienced before we (Orestis and Tom) could walk might recall measures that are now long out-of-vogue, such as the “difference in the angles” which is obtained by setting $g(\cdot) = \text{asin}(2\sqrt{\cdot})$, i.e. the first-order variance-stabilizing transformation for binomial proportions that was popular before computational solutions for fitting GLMs became widely available. Engineers might be partial to differences in entropy, which can also be obtained with a suitable $g(\cdot)$. In general, people in different fields choose different effect measures (equivalently, different $g(\cdot)$'s) based on interpretability, mathematical and computational considerations, and perhaps, we shall argue, on model parsimony and data fit.
Using the notation in (0), we analyze study $k$ by positing an observational model for the counts

$$x_{ik} \sim \text{Binomial}(\pi_{ik}, N_{ik}),$$

and a structural model for the parameters

$$g(\pi_{ik}) = g_k + \delta_k \cdot I(t = 1),$$

where $t$ indexes treatments, $I(t = 1)$ is an indicator function returning 0 when $t = 0$ (control) and 1 when $t = 1$ (intervention), and $g_k$ is the $g(\cdot)$-transformed proportion of events in the control arm. For a single study, the generalized linear model (GLM) in (0) is saturated and fits data perfectly irrespective of the choice of the link function $g(\cdot)$. Thus analysts would choose the effect measure (link function) that is easier to interpret, results in more power to detect a difference, or, more mundanely, is easier to fit a model with.

**Measuring the effect in a meta-analysis**

In a meta-analysis the goal is to learn the effect measure across studies, and so, in addition to the within-study equations (0) and (0), we must impose some structure across studies. This structure encodes a belief about how the different $\delta_k$ relate between them, and enables us to learn a common effect. A popular option is an equal effect (also termed “fixed” effect) model, which assumes that all studies have the same common effect $\Delta$:

$$\delta_k = \Delta \text{ for all } k = 1, \ldots, K.$$  

(0)

Another popular option is to assume that the $\delta_k$ are exchangeable random effects, that is, are distinct but follow a (here, normal) distribution.
\[ \delta_k \sim N(\Delta, \tau^2) \text{ for all } k = 1, \ldots, K. \]  

where $\Delta$ is the mean and $\tau^2$ the variance (heterogeneity) between-studies.

Thus, equal effect meta-analysis can be written as a GLM with the observational model as in (0), and the structural model as

\[ g(\pi_k) = a_k + \Delta \cdot I(t = 1), \]

where the $a_k$ are nuisance parameters. Analogously, random effects meta-analysis can be seen in the generalized linear mixed modeling (GLMM) framework, with the observational model as in (0), and the structural model as

\[ g(\pi_{kt}) = \underbrace{a_k + \Delta \cdot I(t = 1)}_{\text{fixed part}} + \underbrace{\zeta_k \cdot I(t = 1)}_{\text{random part}}, \]

where $\zeta_k = (\delta_k - \Delta) \sim N(0, \tau^2)$. Note that the equal effect model in (0) is nested in (is the fixed part of) the random effects model in (0). Furthermore, neither model is saturated, and it is possible for the random effects model to fit data better than the fixed effects one.

**Choosing between effect measures and between equal (fixed) effect and random effects models**

How can one check which effect measure (which link) fits data better? By recasting meta-analysis in the GLM/GLMM framework, we recast the choice of effect measures as an exploration of the “goodness-of-link” of alternative link functions $g(\cdot)$. Also, for a given link function/effect measure, we recast the choice between equal (fixed) effect and random effects models as an exploration of the “goodness-of-fit” between regressions that include versus not include the random effects part in (0) in the right hand side. Analysts are less familiar with
explorations of the goodness of link functions, perhaps because in most applications one can improve model fit by changing the linear predictor alone (e.g., adding predictors, interactions, or non-linear terms) without “messing” with the link function (see chapter 11.3 in McCullagh and Nelder).

Starting with the most familiar, for a given link function, one can compare whether the random effects model in \((0, 0)\) fits the data significantly better than the equal effect model in \((0, 0)\). For example, if the models are estimated with maximum likelihood, one can use a likelihood ratio test to compare the two models that have the same fixed part, and differ by a variance component (the between-study heterogeneity). A complication stems from the fact that we test a nonnegative (variance) parameter on its boundary (on 0), but theory for such comparisons exists.\(^8\)\(^9\)

To illustrate an approach to assessing the fit of models with alternative link functions to data, consider Pregibon’s “goodness-of-link” tests.\(^6\) The idea is to construct parametric link function families, which degenerate to specific link functions for different values of their parameters.\(^6\) For example, the single-parameter link function family

\[
g(\pi \mid \lambda) = \left( \pi^3 - 1 \right) / \lambda, \tag{0}\]  

yields the identity link (and a risk difference measure) when \(\lambda = 1\) and the log link (and a log-risk ratio measure) in the limit as \(\lambda \to 0\). A goodness-of-link test can then be constructed as a score test under the null hypothesis of \(\lambda = \lambda_0\), where \(\lambda_0\) is a fixed value.\(^7\)\(^10\) Other link function families can be constructed, including step functions that choose between two (or more) specific link functions, instead of using a continuous parameter such as the example above. Application of
methods for evaluating the fit of the link function have been explicated for equal effect and for random effects models in the GLMM framework.\textsuperscript{11}

The descriptions above pertained to comparisons across models that differ only in the link function used, or in whether they include random effects or not. Comparing the fit of models to data across different link functions and across equal effect versus random effects models is more complex. Because the models are not nested, likelihood ratio tests cannot be used.\textsuperscript{12} We do not know whether tests exist to assess the statistical significance of such comparisons. An option might be to resort to heuristic model comparisons conditional on data, by using various information criteria (such as the Akaike and the Bayesian information criteria), or, in the Bayesian setting, through posterior predictive checks.\textsuperscript{13-15}

Once a preferred link, and hence the effect measure, that best describes the data in-hand has been identified, one can present the evidence in scales that are more informative for decision and policy making, e.g., using absolute risks under alternative interventions.\textsuperscript{20}

\textbf{What do we do in practice?}

The above is an attempt to sketch a unifying framework for assessing the fit of some meta-analysis models to data, and is motivated by the observations of Poole et al.\textsuperscript{4} We (Orestis and Tom) would be rather content were this sketch to hold to scrutiny, and to be fleshed out. Yet when it comes to practical meta-analysis, we do not envision routinely checking the goodness of various link functions or of alternative assumptions for random effects. After all, these explorations at best show which model appears to be supported by the data and
do not constitute a procedure to recover the “correct” generative model that nature operates by. Such a task is never achievable with data alone.

In practice, we (Orestis and Tom) default to random effects models, because we find the equal effect assumption implausible. We choose effect measures heuristically, based on interpretability (for example, we have never analyzed clinical data using an entropy measure), statistical properties, and whether a parsimonious, mean-only, model fits data as well as a small set of alternative models (e.g., a model that includes the control rate as an explanatory variable\textsuperscript{16-18}). Further, because most meta-analyses in health include only a small or modest number of studies, statistical tests between models would probably be underpowered, and non-informative. In our meta-analytic applications we often use log odds ratios, but have used risk differences as well. We are not tempted to discover hidden laws of nature in the meta-epidemiological data that motivated the paper of Poole et al.\textsuperscript{4} Each meta-analysis is to us a distinct problem.

\textit{Some further thoughts on the interpretation of “meta-research” observations}

At best – at the very-very-best – the simplistic meta-analysis models we use all the time are crude and hopefully serviceable descriptions of the observed studies. We find it strange to posit that studies included in a meta-analysis arise through an underlying data-generative process. (And how strange would a generative process be, were it to satisfy meta-analytic questions that typically arise in the minds of the meta-analysts after the studies have been completed!) No super-population of studies exists, from which we sample studies for our meta-analysis. And if global generative processes are unlikely to exist, it may be that the laws of nature that would govern them are not there to uncover. We
have engaged in meta-epidemiological research ourselves, but came to appreciate that one should interpret findings rather narrowly, and refrain from bold statements and from extrapolating to each and every meta-analysis in hand. This exposition should not satisfy you, but it captures our thinking on the matter.

*A call for more research on describing and exploring heterogeneity in a meta-analysis*

We close with a call for more research on describing, measuring and visualizing heterogeneity in hopes that researchers (and funders) will oblige. Poole et al. are right that methods that work across all effect measures are needed, but so much more should be done even conditional on an effect measure. Concepts related to “heterogeneity” (as used in evidence synthesis in health) are those of “inequality” (as used in economics) and “diversity” (as used in ecology), and perhaps some cross-pollination would pay off. Finally, visualizations are useful complements to statistics, and several nice examples exist.

**Postscript**

So, does nature like multiplicative or additive effects? You should probably ask her every time you interact with her.
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