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Abstract

A growing body of magnetic resonance imaging research focuses on the development of machine learning techniques for the diagnosis of neurological and psychiatric disorders. Workers in this field trumpet machine learning techniques, a set of algorithms that enable the automated classification of data into classes, as the means to make diagnostics an objective science. By delegating the task of diagnosis – the classification of persons as healthy or diseased – to the automated machine, it is believed that the dubious traces of human subjectivity can be eradicated from diagnosis, thereby ensuring the purity of the disease’s truth. In this thesis, I examine the machine learning technologies and conduct a discourse analysis on scientific literature to interrogate the beliefs surrounding these techniques.

My work reveals that, despite claims of objectivity, the machine learning algorithm is never completely separated from the human: Machines are complex fusions of humans and nonhumans that work together to generate the truth of a disorder. This hybridity is obscured, however, by the researchers, whose discourse produces an ontological difference and hierarchy in constitution and functioning between humans and machines. Distinguishing the machine from the human, and translating the human production of knowledge into a machine task, is a rhetorical practice that authorizes the truth of disease. Locating the traces of the human and destabilizing the purity of the machine as object is a necessary first step to subjecting these discourses of power to critique.
For Scott
“So long as humanism is constructed through contrast with the object that has been abandoned to epistemology, neither the human nor the nonhuman can be understood.”

(Bruno Latour, 1993)
**Introduction**

Objectivity holds a deep fascination for the practice of medicine, with clinicians and researchers alike holding objectivity to be the precursor to uncovering the truth of an illness. Diagnosticians of the brain-self – neurologists and psychiatrists – especially strive to produce objective knowledge. Neuroimages, for example those obtained by magnetic resonance imaging (MRI), have been heralded as the technical means to obtain this lofty desideratum, for their mimetic visual relationship with unaided sight produces the feeling of apprehending a reality truly independent of the viewing subject.

In spite of this turn to neuroimaging, the fear of an intervening subject still arrests the profession. Behind every diagnosis, even one based off an examination of a neuroimage, lies a human diagnostician, out of whom leak whims, ideologies, prejudices, and desires that threaten to contaminate and stain the purity of the objective representation. In an effort to overcome this last obstacle standing between them and the moment of truth, researchers in psychiatry and neurology have been investigating a class of novel statistical techniques, borrowed from computer science and widely referred to as machine learning, that enables the automatic classification of data. By applying these techniques to MRI, they are developing the means for the automated detection of brain-based illnesses. This way it is believed that the last remnant of subjectivity can be extracted from neurology and psychiatry.

Machines, however, do not spontaneously spring into existence. They are artifacts of human construction, MRI machine learning algorithms being no different. From their design to their execution, these algorithms are messy imbroglios of nonhumans and humans, of cogs and cognition. Nevertheless, these hybrid creatures are invariably reduced to pure, mechanical objects. By “black box”-ing these machines (Latour 1987), the human figure
could be erased and the knowledge objectivized, a process that leaves it bodiless, elusive, and inscrutable. To unearth the human again, an archaeology of the human at the site of the machine is necessary.

My research attempts to answer two questions. First, where is the human in the machine learning algorithm? Second, why has the figure of human been obscured? In this thesis, I seek to un-“black box” these machines to ground the knowledge they produce in a human body. To do this, I analyze the machine to unearth and illuminate the human presence. I also present discourse analysis on the representations used by scientists in the machine learning literature to investigate why objectivity is perceived to be desirable. By tracing the diagnosis, I want to make it responsible for its effects and amenable to discussion and debate.
Machine Learning: A Primer

Machine learning, in which new data is analyzed by an algorithm built up from old data, is no newcomer to the realm of biomedicine. For years, machine learning techniques have been incorporated into bioinformatics research, particularly for their ability to identify and classify genomic and proteomic biomarkers in an array of diseases. Interest in these seductive automatons has recently spread to neuroimaging research, where they have been modified and translated for application to brain-computer interfaces, brain state prediction, identification of distributed network activity in the brain, and automation of brain segmentation. Interest in the use of machine learning for disease diagnosis and prognosis, however, is a recent phenomenon.

Diagnosis by neuroimaging occurs in only a handful of neurological and psychiatric disorders. In neurology, a diagnosis is typically reached through a combination of patient history, neuropsychological examination, and visual inspection of neuroimaging results, usually computed tomography (CT), positron emission tomography (PET), and magnetic resonance imaging (MRI) scans. In psychiatry, neuroimaging is almost never used for diagnosis, which is instead attained through a clinical assessment of behavioral symptoms and patient self-report. The novelty of machine learning techniques for neurological and psychiatric diagnosis lies in the shifting locale of the truth of disease, from “subjective,” symptom-based medicine to “objective,” biomarker identification, from presentation to essence, and from clinical observation to mechanical automation.

The use of machine learning for disease diagnosis and prognosis, the focus of my research, is prevalent in all modalities of neuroimaging technology, including near-infrared spectroscopy, electroencephalography, magnetoencephalography, magnetic resonance
spectroscopy, microscopy, CT, and PET. Fascination with machine learning for the
diagnosis and prognosis of neurological and psychiatric diseases has manifested most
intensely, however, in the field of MRI. Possibly due to its status as a salient cultural symbol
(Joyce 2008), its presence in most biomedical research and treatment facilities, and the
versatility with which it can be manipulated with to produce different types of information,
MRI is a dominant player in machine learning-based diagnosis. Although still relatively
young, machine learning has already been applied to the diagnosis of numerous neurological
disorders: Alzheimer’s disease, mild cognitive impairment, and frontotemporal lobe
degeneration (Anderson et al. 2010; Avants et al. 2010; Chou et al. 2009; Costafreda et al.
2011; Cuingnet et al. 2010; Davatzikos et al. 2008; Fan et al. 2008; Ferranini et al. 2008;
Filopoyv et al. 2011; Gerardin et al. 2009; Hinrichs et al. 2010, 2009; Hua et al. 2010, 2009;
Leung et al. 2010; Li et al. 2007; Magnin et al. 2011; Isra et al. 2009; Morra et al. 2009,
Morra et al. 2008b, 2008a; Plant et al. 2010; Stonington et al. 2010; Toews et al. 2010;
Vemuri et al. 2011, 2007; Wee et al. 2011; Westman et al. 2011; Young et al. 2009; Zhang et
al. 2011), dementia (Burge et al. 2009; Chen et al. 2010), brain tumors (Blanchet et al. 2011;
Emblem et al. 2011, 2010; Georgiadis et al. 2011, 2009; Hu et al. 2011; Juntu et al. 2010;
Kassner et al. 2010; Zacharaki et al. 2009; Zollner et al. 2010), epilepsy (Duchesne et al.
2006; Kassner et al. 2010; Kodipaka et al. 2007; Raj et al. 2010), movement disorders (Focke
et al. 2010); traumatic brain injury (Perlberg et al. 2009), multiple sclerosis (Lin et al. 2006),
aphasia (Wilson et al. 2009), Huntington’s Disease (Rizk-Jackson et al. 2010), and autism
(Ecker et al. 2010; Jiao et al. 2010). Machine learning techniques have also been advanced
within psychiatry and have been applied to schizophrenia (Anderson et al. 2009; Ardekani et
al. 2011; Guo et al. 2008; Kasparek et al. 2011; Shen et al. 2010; Yoon et al. 2007),
depression (Craddock et al. 2009; Gong et al. 2010; Nouretdinov et al. 2010; Qing et al. 2010), and obsessive-compulsive disorder (Soriano-Mas et al. 2007). This section will trace the scientific emergence of these diagnoses and prognostic prediction machines, beginning with hydrogen atoms and ending with the label of “diseased” or “healthy.”

To begin with, subjects are placed in a scanner, which artificially induces an incredibly powerful magnetic field (on the order of sixty thousand times the strength of the Earth’s magnetic field) that is used to align the various spins (spin is a fundamental physical property like mass that describes the angular momentum of a particle) of hydrogen atoms in the brain. Afterwards, a pulse of radio frequency energy is applied briefly to perturb these spins out of alignment. Due to the intrinsic propensity for these spins to realign back with the magnetic field, at different points in time depending on their local molecular environment (e.g., attachment to proteins, fats, or carbohydrates; membership in free-floating water molecules; temperature; etc), MRI scientists can infer some of the spatial and chemical environment of the brain by using receivers that detect the signal, an electrical current, generated by this realignment. Numerous components of this procedure can be manipulated by MRI technicians, including the strength of the scanner; the atom under investigation (in this example, hydrogen was used); the frequency, strength, and duration of the pulse applied; and the application of various other sequences and components that are used to identify the three-dimensional characteristics of the signal.

By modifying the scan sequences, MRI can be adapted to a variety of purposes. Researchers and clinicians interested in analyzing the structure of the brain can employ several different scan sequences to highlight or downplay various components of the local environment. Functional MRI utilizes a different scan sequence than structural MRI to
capitalize on the differences between the magnetic properties of oxygenated and deoxygenated blood. In doing so, activity in the brain related to cognitive, emotional, and autonomic functions can be characterized. A third variant of scan sequence that figures heavily in the machine learning literature was diffusion tensor imaging (DTI). In tissues that exhibit structures that facilitate rapid water diffusion along one axis better than others (i.e., axons, the long cellular projections of neurons), directionality of diffusion can be inferred using the principles of magnetic resonance discussed above. In this manner, the tracts of white matter axons can be derived and connected to create information related to the structure of the brain’s neural connections.

After data acquisition, the raw measurements are digitized and subjected to a series of processing manipulations, which allow for the researcher to decide what does and what does not appear in the data. Although some of these “pre-processing” steps are automated, a researcher must ultimately decide which algorithms to choose; furthermore, many of them are not. Data correction takes place first to account for unwanted head motion, magnetic field inhomogeneities, random “noise” (cellular or digital activity that is not deemed largely relevant), distortions of the pulse, blurring due to air pockets (particularly around the sinuses, which influences visualization of some of the brain regions near the temporal bones), and other physiological and technical artifacts. Sophisticated algorithms have been derived to account for these artifacts, but, importantly, not all of them are removed (or even understood); and all of them involve interpretation, which is never innocent or uninformed. The remaining steps vary from study to study, but typically the data from an individual are aligned with a template provided. These templates represent idealized brains in various forms; some are averages while others are from a single individual. In both cases, the spatial
coordinates of individual brain space are transformed to match an idealized template brain so that, despite individuality variability in brain structures, mass comparisons can be made between populations.

Typically, the voxels (volumetric pixels) would then compared for statistical differences between groups based on the prior hypotheses of the researchers. Then, an image would be produced based on these statistically significant differences and read by a diagnostician for information regarding disease. Machine learning takes a different, automated approach, one that does not result in an image but rather a binarized decision.

Because the amount of data is too massive to analyze at once, a set number of features (distinct subsets of data that could be artifactual or relate to a physiological process, brain structure, or temporal link between activities in the brain) to work with is desired. Numerous algorithms exist to reduce the dimensionality of the data and select a group of features for further analysis, including principle component analysis, independent component analysis, and common spatial pattern; other times, the features of interest are identified by the researcher. After this dual process of reduction and selection, a pre-selected classification algorithm is deployed that divides the data based on the features into distinct classes that exhibit statistical differences. The algorithms that one can find in the neuroimaging literature are linear discriminant analysis, Fisher’s discriminant analysis, support vector machines, K-nearest neighbors, fuzzy logic, and random forests. A thorough discussion of the precise functioning of these algorithms is beyond the scope of this analysis. It will suffice to say that, by using a set of “training” data that is fed into the machine, these algorithms mutate to learn what separates the data most clearly (i.e., with minimal error). The models are then analyzed by third type of algorithm that tinkers with the algorithms’ generalizability and
reliability until they can be optimally be used to predict the output of new data, which, without knowing its class prior to input, can be classified and, in the case of disease state, diagnosed (Lemm et al. 2009; Pereira et al. 2009). So, in concrete imagery, a group of “training” patients are initially scanned. From these patients, an algorithm is developed that can then be used to classify new patients as diseased or healthy.
Data and Methods

In this thesis, I first document and then dissect the ways in which machine learning is represented as an objective means to reach the truth of medical diagnoses using MRI. I employ discourse analysis to attend to the rhetoric that circulates within and around machine learning discussion. Because the technique is so new, there exist few appearances of machine learning in the popular media. Therefore, in order to demystify the technique and complicate the efforts at “black box”-ing machine learning (Latour 1987), I probe scientific literature for information regarding the precise nature of the methods. The extrapolations and observations scientists drew in their conclusions are then investigated. With this dual approach, the process of objectivization –the construction and crystallization of “objective” knowledge – can be made visible.

I selected the journals by referencing the Journal Citation Reports, a database compiling the leading publications in various academic disciplines and ranking them by their impact factor, a measure of the number of citations per article in a given publication. Impact factor did not figure into the choice of journals, however, as all listed under the heading of “Neuroimaging” were targeted for completeness. Thirteen in total were selected, and after removing three without access from Brown University’s Library Services (Neuroimaging Clinics of North America, Minimally Invasive Neurosurgery, and Journal of Neuroradiology) and one that was exclusively dedicated to a non-MRI neuroimaging technique (Clinical Electroencephalography in Neuroscience), nine remained. These included Human Brain Mapping, Neuroimage, Psychiatry Research – Neuroimaging, American Journal of Neuroradiology, Neuroradiology, Journal of Neuroimaging, Stereotactic and Functional Neurosurgery, Brain Imaging and Behavior, and Clinical Neurophysiology. In addition to
these nine journals, an additional four were added that were dedicated to MRI research in imaging technique and clinical translation. These included *Journal of Magnetic Resonance Imaging*, *Magnetic Resonance in Medicine*, *Medical Image Analysis*, and *Magnetic Resonance Imaging*.

I picked relevant articles from these journals using the search terms “machine learning” and “support vector” (the most common machine learning technique) within the time frame of January 1<sup>st</sup>, 2005 and February 22<sup>nd</sup>, 2011. After this initial search, I skimmed through and screen in 408 articles if they included the use of machine learning for the automated diagnosis of any neurological or psychiatric disorder in humans using MRI. Out of 408, 69 articles passed this initial screen. I then scrutinized these articles for a detailed understanding of the technique and for the rhetoric used to describe machine learning, with an emphasis on surrounding claims of objectivity.
Speaking for Machines

Narratives of objectivity dominate the discourse on machine learning found in scientific publications. In the literature, machines are depicted as totally objective, and humans subjective. Assuming a completely mechanical process preserved from the spoiling influences of subjectivity – its conceptual antithesis and dark obverse – objectivity is posited as the ideal towards which diagnostics should strive. In almost all of the articles I analyzed, researchers explicitly or implicitly sought to render their methods and depict their results as objective. This process of objectivization frequently entailed the construction of a clean and hierarchical dichotomy between the human and the machine. When a given procedure, from tissue segmentation to diagnosis, had been completely mechanized, its presence in the text was accompanied by a number of descriptive qualifiers that elevated the position of the machine to one of superiority compared to the human. This next section will document the rhetoric that scientists use in describing machine learning as objective.

Difference

A foundational principle for machine learning researchers is that the human and the machine are distinct and self-contained entities. Rarely articulated but always tacitly present, the human/machine dichotomy implies a clear ontological difference between machines and humans. Machine learning scientists definitively understand a particular methodological step to be either machine-driven or user-dependent. Although there exist methodologies that are a mixture of human and machine components, the individual components are always discretely represented as human or machine. The totally objective process is pure machine. As one research group starts their paper, “The general goal of our work is to develop a classification method that is independent of any trained user interaction” (Anderson et al. 2009: 2510).
The independence and purification of the machine from the human is construed to be both possible and desirable. This same team later wrote, “Our method operates using all the independent components within a subject, so no human interpretation is required to achieve classification of the data” (Anderson et al. 2009:2517). Another group similarly distinguishes between raters (the humans) and the automated process (the machine), “We exploit the potential of features extracted automatically from the images in order to avoid descriptive criteria, which are rater dependent” (Zacharaki et al. 2009:1610). Conceptually, the scientists perceive automated machines to be independent of humans, and they seek to actualize this perception in their practices.

Hierarchy

In addition to a division, there exists also a hierarchy between the two members of the human/machine dichotomy in the literature. Machines are often portrayed as superior, evidenced in one author’s conclusion, “The main limitation of this approach is its dependence on a human analysis of the K-means results. Indeed, an operator must select the classes representing the tumor core” (Blanchet et al. 2011:72). The author believed the major flaw of the study was its reliance on “human analysis,” suggesting that machines are an improved means to conduct the experiment, with human intervention being anathema. Objectivity is associated with the absence of any manual interaction (Wu et al. 2006). Empirical results of several studies also support this hierarchy, with the following representing an average response, “The classification accuracy of the SVM [support vector machine], which was 93%, was better than the radiologist classification accuracy” (Juntu et al. 2010:680). Human interpretation is seen as inferior, a fact that many scientists believe to be validated by the results obtained in their studies.
Variability

The most common critique of human methods was that they are subject to error, bias, and variability. The machine, however, is celebrated as an iterative and indefatigable method, producing perfect, reproducible, and untainted knowledge. For one group, objectivity is a function of the iterability of a mechanized process, “The objectivity of texture analysis depends on the assumption that images are acquired, processed, and analyzed under identical conditions” (Kassner et al. 2010:812). For another, subjectivity is a major source of inaccuracy and error, “The subjective nature of many of the decisions related with the process of brain tumor characterization has led clinicians to continuously seek for greater accuracy in the characterization of brain tumor tissues” (Georgiadis et al. 2009:120). The productive capacity of humans is limited by their tendency towards change and variability; the mechanical constancy of the machine is the solution to these perceived problems. Kassner et al. (2010) sums up best the sentiment shared by many machine learning researchers:

Conventionally, radiologists produce diagnoses on the basis of a combination of their training, experience, and individual judgment. Radiologists perceive and recognize image patterns and associate or infer a diagnosis consistent with those patterns. It follows that there will be an inevitable degree of variability in image interpretation as long as it relies primarily on human visual perception. Tools for automated pattern recognition and image analysis can provide objective information to support clinical decision-making and may serve to reduce this variability (p. 809).

Here, human perception and judgment are represented as, by their very nature, susceptible to error and variability that the machine is impervious to. Because of their different essence, machines generate diagnoses that are superior to those the human doctor is capable of.

Invisibility

More than just their perceptual variability, humans are also cast in the literature as
perceptually limited compared to machines. Many patterns that are present in the data are “imperceptible to the human visual system” (Kassner et al. 2010:809). On the contrary, machines “might have the potential to discriminate between some cases of malignancy that humans cannot recognize easily by visual inspect” (Juntu et al. 2010:681). Because of the intrinsic restrictions on their visual capabilities, humans are subject to a higher risk of misinterpretation and error when diagnosing. But humans are not just limited in their ability to view the visible; machines have the ability to see beyond, to apprehend the unseen, “spectral” (Kassner et al. 2010), and invisible form of the data. Even when no symptoms are even present, the machine can perceive illness, as Qing et al. (2010) explains:

The clinician must choose the answer to each question by interviewing the patient and by observing the patient’s symptoms. As a result, such a subjective diagnosis procedure is sensitive to various unpredictable disturbances from outside, especially in the early stage when the signs and symptoms are recessive (p. 1067).

Whether symptoms are recessive, or present but, due to humans’ limited seeing apparatus, imperceptible, machines are more visually adept.

**Speed**

Another consistently described advantage of machines was their enhanced speed. For machine learning researchers, controlling time through the increased processing velocity of machines was essential to their program. Mastering time meant mastering subject flow, as one researcher notes, “These techniques offer promise from improved clinical workflow, including clinical research studies such as longitudinal monitoring of the evolution and treatment of degenerative and inflammatory diseases” (Mortamet et al. 2009:365). Improved workflow permits researchers to expand the number and types of studies that they conduct. Automation “accelerate[s] epidemiological studies and clinical trials” (Morra et al. 2008:60) and eliminates prohibitions on knowledge as a result of labor-intensive methods (Yoon et al.
2007). For clinicians too, time was a major issue because increased flow meant higher revenue (Kassner et al. 2010). Machines sped up the diagnostic process, which Zacharaki et al. (2009) remarks on, “Automated tools, if proven accurate, can ultimately be applied to…(iii) expedite or anticipate the diagnosis (histologic examination is usually time consuming” (p. 1609). The application of machine learning to diagnosis is the ultimate means to accelerate and control flow, whether patient or participant, because “once the system has been designed, no iterative processes are required in order to classify a new case. Thus, classification of new cases is instantaneous” (Georgiadis et al. 2009:129). By approaching and often times reaching the speed of instantaneous, machines control time, making humans appear sluggish and inefficient.

**Progress**

A grander meta-narrative of technological and intellectual progress seems to characterize much of the discussion on machine learning. Three indicative examples demonstrate this. First, Qing et al. (2010) opposes the automated method to tradition, “Compared with traditional diagnosis methods, such as HAMD, the model is objective and easy to use” (p. 1073). Second, Blanchet and colleagues (2011) differentiates automation from classic methods, “The case would have been identified by classic inspection of the data” (p. 71). Third, Wu et al. (2006) writes, “Most previous methods were labor-intensive, subjective, and provided little if any anatomic localization” (p. 141). In these texts, it is insinuated that objectivity is modern, progressive, and enlightened; in contrast, subjectivity is primitive, antiquated, and inumbrated.

**Agency and Critique**

In the majority of the articles I examined, machines were attributed with agency.
Machines could learn, respond to training, promise, anticipate, distinguish, support, assist, confirm, deny, analyze data, and create diagnoses. Like humans, machines were endowed with the ability to act, to perform, and to know; they were participants in the same scientific process that humans were. Machines produced knowledge. Unlike the knowledge issued from humans, however, the knowledge generated by machines was objective. In the results sections, knowledge is not produced by the scientists involved in the study but rather by the machine. It is during the discussion that humans resume their role as knowledge-producers and express their thoughts. Occasionally, machine-generated knowledge is criticized, but, as discussed above, this is proportional to their dependence on humans; completely objective, human-independent knowledge was immune from criticism. Thus, while both machines and humans are agents in the scientific process, machines resist and deflect critical discussion.

Quantitativeness

Another distinctive characteristic of machines, as presented in their literature, was their inherent propensity for objective, quantitative measurement. Humans were, by definition, qualitative. Description was subject to variability and imprecision while numbers were universal, invariable, and final. Machine learning provided researchers the ability “to characterize the disease process in terms of objective, quantitative measurements of brain function and anatomy” (Avants et al. 2010:1005). When applied to diagnosis, “an accurate prediction model would provide a quantifiable and objective framework to assist the currently symptom-driven subjective treatment decision-making process for schizophrenia” (Guo et al. 2008:1106). Symptom-based diagnosis was inaccurate, qualitative, and obstructive to objective disease assessment.
Cyborg Diagnostics

Scientific representations of machine learning depict machines as objective technologies that can reveal the truth of an illness by completely removing the human from the procedure. Because humans are variable, prone to error, and biased, they are liable to infuse their own whims and desires into a diagnosis. Eliminating subjective, human influences through automation is perceived to be the path by which the disease can be revealed as it really exists, independent of human observers.

Daston and Galison (2007) have extensively traced a genealogy of objectivity and demonstrated that it was not always, as it has come to be thought of in recent years, an intrinsic property of any representation but was, and remains, a regulative technique of the self – a scientific virtue – that disciplines and conditions the scientific practitioner. As a normative code of both being and knowing, objectivity delimits not only what can be known about the world but also how it can be known.

Today’s form of objectivity is not the only scientific virtue, however; other values have prevailed in previous years. Prior to the eighteenth century, the prevailing epistemic virtue was “truth-to-nature.” Adherence to this stance implied that scientists concerned themselves with seeing beyond the sometimes-monstrous particularities and oddities through which nature presented itself. In response to this Manichean nature that endeavored to befuddle the rational observer, a specific type of scientist was cultivated, one who possessed the experience, wisdom, and reason that would aid him in extracting the pure form of nature from its variegated manifestations. The implementation of this technique therefore “required that they actively select, sift, and synthesize the sensations that flooded the too-receptive mind” (Daston and Galison 2007:203). Truth-to-nature necessitated the mediation of the
scientist, for his very activity was crucial to the rigorous discernment of truth that was valued in this allegiance to “truth-to-nature.”

In contrast to this regime stands mechanical objectivity. In the eighteenth century, Immanuel Kant ushered in a new mode of self-training with his philosophy of a unified and active sense of self. After Kant’s reintroduction of “objectivity” and “subjectivity” into the philosophical register, this new epistemic virtue arose to oppose that of “truth-to-nature.” Moving away from theories of both the rational soul and the associationist mind, post-Kantian subjectivity “presumes an individualized, unified self organized around the will” (Daston and Galison 2007:33). Whereas the “too-receptive” pre-Kantian self demanded the active force of reason to shelter it from the stupefying deluge of incoming stimuli, “those who deployed post-Kantian notions of objectivity and subjectivity had discovered a new kind of epistemological malady and, consequently, a new remedy for it” (Daston and Galison 2007:33). This malady was not the self’s tendency to be overwhelmed but the subject’s inherent propensity for spilling out of itself – for impressing itself upon the objective world.

As a result of this reformulation of the self, the era of mechanical objectivity saw a marked self-abnegation on the part of the scientist. If the evils that the true-to-nature scientist fought off consisted of the impressionability of the self, the new vices “to be resisted were the temptations of aesthetics, the lure of seductive theories, the desire to schematize, beautify, simply – in short, the very ideals that had guided the creation of true-to-nature images” (Daston and Galison 2007:120). Because the very willfulness of the subject was perceived to be an obstacle to the pursuit of truth, it had to be quarantined and eliminated. Thus, the scientist who sought after objectivity barred his own subjectivity from leaving any
mark on the representations he generated: “To be objective is to aspire to knowledge that bears no trace of the knower” (Daston and Galison 2007:17).

Mechanical reproduction provided the vehicle to reach this goal. By delegating the task of selfless representation to the indefatigable machine, objectivity could be attained. The irregularity and multiplicity of nature could now be faithfully and objectively rendered without anxiety about infection by the subject. With the advent of automaticity came an entirely different scientist from before. As Daston and Galison (2007) remark, “What characterized the creation of late nineteenth-century pictorial objectivism was self-surveillance, a form of self-control at once ethical and scientific…scientists came to see mechanical registration as a means of reining in their own temptation” (p. 174). However, as with truth-to-nature before it, it was not long before the tenets of mechanical objectivity began to come under attack from its successor, trained judgment.

As some scientists began to realize and attempt to address the insufficiencies of a strictly mechanical paradigm of objectivity, the virtue of trained judgment was born. The critique of mechanical objectivity that proponents of trained judgment mounted was a direct confrontation with one of objectivity’s central ideals, the total absence of any interpretation. Especially in the medical profession, the problem was posed: “If one is committed…to the mechanical registration of images of individuals, then how can one distinguish between variations within the bounds of the ‘normal’ and variations that transgress normalcy and enter the territory of the pathological?” (Daston and Galison 2007:309). Recognizing the limitations of mechanical objectivity, trained judgment stressed “interpolation, highlight, abstraction – all were subtle interventions needed to elicit meaning from the object or process, and to convey that meaning – to teach expertise – through the representation”
(Daston and Galison 2007:348). The self that was denied under the rule of objectivity returned full force as a necessary prerequisite to the discovery of truth and knowledge.

From truth-to-nature to trained judgment, the scientific self has undergone a great deal of transformation. The emergence of each epistemic virtue has brought with it new normative modes of being and knowing in order to correct the errors of its predecessors. But Daston and Galison (2007) emphasize:

This history is one of innovation and proliferation rather than monarchic succession…Each successive stage presupposes and builds upon, as well as reacts to, the earlier ones…This is not some neat Hegelian arithmetic of synthesis, but a far messier situation in which all the elements continue to play and in interaction with one another…In contrast to the static tableaux of paradigms and epistemes, this is a history of dynamic fields, in which newly introduced bodies reconfigure and reshape those already present, and vice versa (p. 18).

Within the field of neuroimaging, STS scholars have demonstrated that virtues of both trained judgment (Prasad 2006) and mechanical objectivity (Beaulieu 2001) exist simultaneously as disciplining scientific norms.

Prasad’s (2006) ethnographical study of how neuroimages are used in reaching a diagnosis provides evidence that one of the prevailing epistemic virtues is trained judgment. Prasad reveals that, in addition to the objective neuroimage, several other knowledge-sources (including the physician’s history, the patient’s history, and a host of other physiological tests) are drawn from to determine the truth of a patient’s condition. As a whole, the diagnostic process is, therefore, an exercise in trained judgment, for the emphasis is on the physician’s “expert training of the eye” (Daston and Galison 2007:331). Thus, neuroimages do not provide the only truth, and the knowledge about a patient’s condition is not entirely objective: The particular position of the physician is fused with the information gleaned from the neuroimage. Prasad (2005) writes:
Practioners seek to locate pathology through a ‘differential analysis’ of these diverse sets of MR images. The differential analysis/viewing is possible because of a dynamic interaction between the scientist/radiologist and the image data that would not be possible without the help of a computer. The construction of new images using MRI is intrinsic to the radiological interpretative process. Closure on pathology is achieved, however, not only through differential analysis of the images but also through cross-referencing different ‘inscriptions’—images, diagnostic data, and so on, which together constitute the radiological gaze and function to detect and fix pathology (p. 292).

At least in the radiological practice, neuroimages are not divorced from a human perspective. They are not the only source from which a truth is vocalized. Rather, numerous channels of truth weave and intersect in this “differential analysis.” At the end of all of this, it is up to the doctor to negotiate which are more true and accurate than the others. At its core then, this is a process of negotiation, in which the objective reality of a depiction in a neuroimage might be supplemented, or even supplanted, by other forms of knowing and seeing. Prasad (2006) argues that this is evidence for a new form of visuality that he calls “cyborg visuality,” based off an understanding of a fusion between man and machine provided by Haraway (1991).

While Prasad’s (2006) study certainly proves the existence of the virtue of trained judgment, Beaulieu’s (2001) articulation of “digital objectivity” indicates that mechanical objectivity has not been entirely ousted as a scientific virtue in the field of neuroimaging, and has even refashioned itself in light of other virtues. For Beaulieu, the digitization of nature into the neuroimage does indeed recast mechanical objectivity in light of trained judgment: The introduction of reliability estimates during image processing steps channels the worries of trained judgment into a mechanical process. Beaulieu (2001) writes, “Whereas the traditional atlas is heuristic, and the observer (surgeon or anatomist) must make a judgement [sic] call in applying her knowledge, in the new digital atlases this process is
automated...these atlases also offer the possibility of quantifying the experimental error” (p. 663-664). Importantly, the goal of mechanical objectivity is still reached after this “orthogonal innovation” since “the observer hardly appears at all in digitalized work based on a virtual object...and when she does, it is then only to test the pipelines, not the accuracy of the transformations – for which there are other automated testing methods” (Beaulieu 2001:664). Thus, mechanical objectivity has been transfigured into digital objectivity and co-exists in dynamic tension with trained judgment vis-à-vis cyborg visuality.

Previous STS scholarship has done tremendous work in uncovering the nature of objectivity in MRI; however, the introduction of machine learning techniques in diagnostic MRI requires updated analysis. Prasad’s analysis privileges the eye: The vision of the radiologist is what interacts with the objective image to create a new ethic of knowledge. Within machine learning literature, however, there is no viewing subject. The machine learning algorithm generates a “yes” or “no” answer in response to the question of whether disease is present. Because no image is produced, no human views it; the machine subsumes this entire process. As a result, machine learning research would appear to be more in line with Beaulieu’s analysis; mechanical objectivity increasingly dominates in machine learning-based diagnosis as more and more processes become automated.

While Beaulieu’s analysis holds to some extent in terms of her analysis of the machine’s output, the ideated role of the machine in the diagnosis suggests that this is not the full story. As I found in my examination of the literature, researchers do not propose that machine learning diagnostics should replace the role of the doctor. Instead, they argue, for the most part, that the result generated from the machine should add to, assist, enhance,
complement, aid, support, guide, and supplement the human diagnosis. Vemuri et al. (2008) conclude their analysis:

Sound clinical validation is a necessary first step. Subsequent studies will evaluate clinical utility where the clinical/psychometric evaluation does not provide an obvious answer. This algorithm could be used as a stand alone application or more likely, in conjunction with evaluation methods employed in standard clinical practice (p. 1194).

“Clinical utility” will depend not on one method alone but with a combination of all clinical methods. Guo et al. (2008) also adopt this standpoint, “This pragmatic shortcoming suggests the utility of developing a statistical framework to predict treatment-related brain alterations, which could combine with baseline scans and patient history to inform clinical decision-making” (p. 1093). Although several studies do indicate that the machine diagnosis will replace the human diagnosis, the majority believes that machine learning techniques will only add a second (or third, fourth, fifth, etc) opinion to the host of evaluative techniques the doctor already implements.

Importantly, the machine does not supplant the human. In other words, the application of machine learning does not eliminate the position of the doctor, as fears of technological domination would anticipate. Curiously, despite criticisms of the subjective flaws related to human analysis, a complex relationship between human and machine is advocated, one in which they collectively endeavor to uncover the truth of the diagnosis. Thus, I propose that, instead of viewing them as instances of pure digital objectivity, or “cyborg visuality,” we should consider diagnosis via machine learning as cyborg diagnostics – complex hybrids of man and machine acting to produce knowledge about the truth of a patient’s diagnosis. Moreover, neither man nor machine dominates the action (Latour 1999),
but both work together to achieve a new diagnosis that was not possible without the agency of each.

Another crucial problem limits the utility of Daston and Galison’s, Beaulieu’s, and Prasad’s analyses of objectivity: the absence of a recognition of the human constructedness of the machine. Although the artificiality of the neuroimage has been greatly studied (Joyce 2008; Dumit 2004), the machine learning algorithm has received no attention. For objectivity theorists, objectivity appears to be some perfect, harmonious state that can be realized with varying degrees of success. Mechanical objectivity is a pure ideal, “never perfectly attained but consequential all the way down to the finest moves of the scientist’s pencil and the lithographer’s limestone” (Daston and Galison 2007:143). Moreover, Beaulieu (2001) claims that “the observer hardly appears at all in digitalized work” (p. 664) and that this might signify “the extent to which the pole of the ‘subject’ has been diminished in this context” (p. 664). The problem inherent in each of these interpretations is the belief in the purity of the machine; once mechanized, a machine is entirely object, and the subject has disappeared. At one point, Daston and Galison (2007) remark on the historical contingency of this division, “All history can do is to demonstrate the possibility of alternatives, thereby turning an apparent axiom – things that could never been otherwise than as we know them – into a matter for reasoned argument” (p. 376), yet, despite this admission of the constructedness of the human/machine binary (or the subject/object distinction in their case), they persist in believing in the accuracy of its split between two real types of phenomena. As Latour (2005) points out though, “There exists no relation whatsoever between ‘the material’ and ‘the social world,’” or in this case the human and the machine, “because it is this very division which is a complete artifact” (p. 76). Thus, the error does not reside in the belief
that, as Daston and Galison (2007) argue, the subject/object division is an arbitrary split, but rather in the belief that the division cleanly splits anything at all.
**Imagining Machines**

Besides being merely inattentive to the intricacies of these phenomena, the danger of this stubborn attachment to the human/machine binary from the beginning of any socio-historical analysis is that it obfuscates the hybridity and heterogeneity of observed phenomena and “prevents the understanding of a collective” (Latour 1999:180). The imposition of the human/machine binary is tantamount to blackboxing, a concept which, for Latour (1999), renders “the joint production of actors and artifacts entirely opaque” (p. 183) by reducing the complexity of the phenomenon at hand. Instead of beginning with any a priori ideas about who the various actors involved in any exchange are, Latour (2005) urges for a close tracing of the movements made. Using this Latourian analysis on machine learning in diagnostics, one concludes something very different from the subject/object, or human/machine, approach.

Narratives dependent on this absolute divide between human/machine will inevitably conclude that the development of machine learning techniques for diagnostics leads to the complete elimination of the subjective. Because the tasks that are typically performed by the subject are delegated to the automated machine, it is reasoned that almost complete (digital/mechanical) objectivity has been obtained. However, this account purposefully ignores this act of delegation, this translation of human tasks into machine tasks.

In machine learning techniques, a diagnostician first divides a given set of pre-labeled, “training” data into a set number of discrete groups. These data are then fed into the computer. The machine then analyzes and sorts them based on their likelihood of belonging in each of these discrete group, according to any number of parameters that are used to distinguish them (i.e., their features). The entire process generates an algorithm that can be
later used for the separation of unlabeled data. So, for example, if an algorithm is “trained”
to learn the difference between the MRI data from two individuals, one of which is already
known to be depressed and the other healthy, then it can be applied to new data without pre-
existing labels to sort them.

Without even getting into the computer design itself, it is apparent that there are
numerous stages in which there is a trace of the human. Humans serve as gatekeepers for
which data enters into the algorithm, the data are pre-labeled by an original diagnostician,
and the number of groups is also divided by a human. Furthermore, often times the features
selection is done by a human; even when it is not, in the case of unsupervised, data-driven
methods, the overall algorithm is still a human construction. Other times, “simulated” or
“virtual” data (in which a given data set is doubled and then used to develop the algorithm) is
used as “training data,” another decision influenced by humans. It is obvious that, by tracing
the human and the non-human in the development of these techniques, there is not a simple
division between human and non-human, but rather a complex fusion. Yet an account that
begins with subject/object will only reveal the subjective human and the objective,
nonhuman machine.

In the machine learning studies, an arbitrary division is made between the human
diagnostician and the machine algorithm in order to authorize the knowledge produced by the
machine. By conferring agency onto the machine (Latour 1988), the machine is allowed to
“speak for itself”; in this manner, human acts of knowledge production can be delegated to
and translated through the objective machine. Moreover, by then obfuscating the fusion of
human elements within it, the machine can appear to produce universal, objective truths.
This approach has been critiqued by a number of feminist scholars (Haraway 1988; Smith
Haraway (1988), who argues that traditional, masculine accounts of objectivity, such as those espoused in philosophical epistemology of science (particularly those from the logical positivist school), cast this form of knowledge as bodiless: Existing entirely outside and independently of the human subject, objective knowledge does not reflect a finite and particular point of view. Rather, objective knowledge is believed to be universally truth. It does not have a history of being existent, only a history of being known. Once knowledge becomes labeled objective, it is elevated to a privileged status, which is irrefutable and uncontested.

This research shows that such a formulation of knowledge is problematic. If the instantiations of objective knowledge cannot be challenged, they become a tool for subjugating those subjects with bodies, for those who necessarily speak from a finite, local, and particular point of view. By elevating the position of the machine to one of superiority, to one of pure numbers, the knowledge produced from the machine is made not only disembodied but, importantly, also more desirable than other knowledge: The machine is faster, impervious to error, and perceptible beyond the limitations of the human. Constructing this narrative of advantage and progress defines, “by contrast, an archaic and stable past. Furthermore, the word [progress] is always being thrown in the middle of a fight, in a quarrel where there are winners and losers” (Latour 1993:11).

Adopting Haraway’s notion of “situated knowledge,” I suggest we localize all knowledge within a body, to ground the disembodied specter of objective knowledge in a particular stance or viewpoint. If successful, this move would eliminate the possibility of the Archimedean point of view, the “conquering gaze from nowhere” (Haraway 1988:176), that which “mythically inscribes all the marked bodies, that makes the unmarked category claim
the power to see and not be seen, to represent while escaping representation” (Haraway 1988:176). Situated knowledge possesses a necessary ethic of accountability because it identifies a view that can be located, questioned, and critiqued:

We need to learn in our bodies, endowed with primate color and stereoscopic vision, how to attach the objective to our theoretical and political canners in order to name where we are and are not, in dimensions of mental and physical space we hardly know how to name. So, not so perversely, objectivity turns out to be about particular and specific embodiment, and definitely not about the false vision promising transcendence of all limits and responsibility. The moral is simple: only partial perspective promises objective vision. This is an objective vision that initiates, rather than closes off, the problem of responsibility for the generativity of all visual practices. Partial perspective can be held accountable for both its promising and its destructive monsters (Haraway 1988: 177).

Situated knowledge is always open to reexamination and reimagination. Machine learning discourse must be localized within the specific practices of human scientists to prevent the possibility of a corpus of knowledge about the brain-self devoid of participation from the people being diagnosed.
Conclusion

My inquiry into machine learning indicates that the machine itself is not pure object but an intricately-networked pastiche of human diagnostician and nonhuman algorithm, the complexity of which gets condensed by researchers through a series of rhetorical practices that erases any traces of the human and glorifies the abilities of the objective machine. Locating these traces of the human and destabilizing the machine as pure object, as my research has done, are necessary first steps to subjecting these discourses of power to participatory critique.

And in machine-based diagnosis, there also exists a cooperative hybrid of man and machine, in what I have proposed to call cyborg diagnostics. The machine neither replaces the human nor gets forgotten but is instead combined with the individual judgment of the clinician to reach the truth of a disease state. In both cases, the human and machine are tightly interwoven, neither deserving of more attention than the other. Previous STS work has extensively researched the practices of scientists. In addition, I propose to focus now on the practices of machines – to follow their movements and outline their developments in a narrative separate from that of unmediated technological progress.

As machine learning is being applied to other neuroimaging techniques, an expansion of the present to study to include other imaging modalities might be fruitful. In addition, expanding the analysis to add in non-human participants or even non-disease neuroimaging analyses (e.g., brain state prediction or brain mapping) would also prove relevant. If the technique continues to grow, research could focus on popular media outlets; more importantly, a clinical and/or research ethnography could be conducted to investigate how
the scientists predictions and conclusions are implemented into practice and to begin to construct a tale of the lives of machines living among us.

Today, we are facing an increasing degree of automation in the scientific field. The proliferation of machines is part of a project to create an objective body of knowledge vis-à-vis the automaticity of scientific procedures and measurements. I urge future research to develop a theory of objectivity that takes the hybridity of the machine as a starting point. Only then can a rigorous and complete history of the present be undertaken.
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