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A B S T R A C T

We propose a method to efficiently determine the optimal coarse-grained force field in mesoscopic stochastic simulations of Newtonian fluid and polymer melt systems modeled by dissipative particle dynamics (DPD) and energy conserving dissipative particle dynamics (eDPD). The response surfaces of various target properties (viscosity, diffusivity, pressure, etc.) with respect to model parameters are constructed based on the generalized polynomial chaos (gPC) expansion using simulation results on sampling points (e.g., individual parameter sets). To alleviate the computational cost to evaluate the target properties, we employ the compressive sensing method to compute the coefficients of the dominant gPC terms given the prior knowledge that the coefficients are “sparse”. The proposed method shows comparable accuracy with the standard probabilistic collocation method (PCM) while it imposes a much weaker restriction on the number of the simulation samples especially for systems with high dimensional parametric space. Fully access to the response surfaces within the confidence range enables us to infer the optimal force parameters given the desirable values of target properties at the macroscopic scale. Moreover, it enables us to investigate the intrinsic relationship between the model parameters, identify possible degeneracies in the parameter space, and optimize the model by eliminating model redundancies. The proposed method provides an efficient alternative approach for constructing mesoscopic models by inferring model parameters to recover target properties of the physics systems (e.g., from experimental measurements), where those force field parameters and formulation cannot be derived from the microscopic level in a straightforward way.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

It is well known that many of the macroscopic properties observed in soft matter systems, such as liquid crystals, polymers, and colloids are natural consequences of the physical processes at the microscopic level. Accurate modeling of the corresponding processes enables us to successfully predict the properties of these material systems as well as, in turn, calibrate the parameters of the models. Molecular dynamics (MD) simulation, in conjunction with optimized force fields, has been successfully applied to study various physical systems [1,2]. However, due to the explicit modeling of individual
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atomistic particles, the MD simulation method is limited and cannot reach the spatial and temporal scales relevant to the collective motion we are interested in, i.e., at the mesoscale.

To overcome this limitation, an alternative approach is to coarse grain (CG) the system by representing several atomistic particles as a single virtual particle. The essential idea is to eliminate the fast modes and corresponding degrees of freedom (DOF) while only keeping those DOFs relevant to the scale of our interest, represented as the CG particles. The static properties of the CG system, which are closely related to the governing force field, have been studied extensively [3–5]. Español [3] modeled the DPD particles by grouping several Lennard Jones (LJ) particles into clusters, and derived the conservative force field from the radial distribution function of the clusters. Bolhuis et al. [5] mapped the semi-dilute polymer solution onto soft particles via an effective pairwise potential. Kremer et al. [8] and Fukunaga et al. [9] extracted the effective force field for complex polymers from the distribution functions of the bond length, bending angle and torsion angle. By carefully choosing the CG sites (“super atoms”) and tuning the CG force field parameters, these CG models can reproduce the specified structural properties of the atomistic systems.

However, currently there are still two open questions for constructing the CG model and force field. First, most of the CG force fields are constructed by targeting certain static properties (e.g., the pair and angle distribution functions) of the atomistic system, while the constructed CG force fields show limitation if we consider other static properties (e.g., the equation of state) [10,11]. In particular, how to construct a CG model with a thermodynamically consistent force field is still an open question. Moreover, the CG force fields are insufficient to reproduce the dynamic properties of the atomistic system. Instead, two additional (dissipative and random) force terms should be introduced to compensate for the eliminated atomistic DOFs during the CG procedure [12]. This is represented by the force terms in mesoscopic simulation methods such as dissipative particle dynamics (DPD) [13,14] and its variations, e.g., energy-conserving dissipative particle dynamics (eDPD) [15,16]. Computing the dissipative and random force terms directly from the atomistic systems is a non-trivial task. Eriksson et al. [17] estimated the dissipative force term by the force covariance functions, whereas Lei et al. [11], Hjön et al. [18], Izvekov et al. [19] and Li et al. [20] computed the dissipative force term using the Mori–Zwanzig formulation [21,22]. While the computed dissipative force terms successfully reproduce the dynamic properties in the dilute and semi-dilute regime, the force terms show limitation in reproducing the dynamic properties for highly correlated systems. Currently, it is still unclear how to determine the optimized CG force terms with correct dynamic properties at high density regime.

To circumvent those difficulties discussed above, we study the CG systems by considering an alternative question: if we are only interested in some particular properties (e.g., target properties) related to the physical system, how do we choose the optimal CG modeling parameters within certain confidence range? That is, how to calibrate the CG modeling parameters for a specific set of target properties observed at the macroscopic scale? We emphasize that the inferred parameters may not correspond to the values in mesoscopic models directly constructed from the microscopic systems in ab initio way. However, these parameters should be sufficient to recover the target properties we are interested in if the CG model is constructed appropriately. In this sense, this study also enables us to validate the proposed CG model as well as to analyze the sensitivity of the macroscopic quantities on individual modeling parameters.

In this work, we aim to investigate the static and dynamic properties of mesoscopic systems governed by the DPD/eDPD force field within a high dimensional parameter space. In particular, we study the dynamic properties of two mesoscopic systems: a non-Newtonian polymer melt system governed by DPD force field within a 6-dimensional parameter space; and a non-isothermal model for liquid water at different temperatures governed by eDPD force field within a 4-dimensional parameter space. In order to calibrate the parameters in mesoscopic systems, we employ the Bayesian framework:

\[ \pi(\theta) \propto \mathcal{L}(\theta, \mathbf{P}^T)q(\theta), \]

where \( \theta \) are parameters to infer, \( \mathbf{P}^T \) are target properties, \( \pi \) is the posterior distribution, \( \mathcal{L} \) is the likelihood function, and \( q \) is the prior distribution. The selection of parameters \( \theta \) relies on the posterior distribution \( \pi \), which is usually obtained by the Markov Chain Monte Carlo (MCMC) method [23,24] or its variants. However, the MCMC method usually requires evaluating the likelihood function thousands of times, which in turn requires running the costly DPD simulation thousands of times. This requirement is prohibitive for complex systems, hence an accurate and fast surrogate model (which approximates the response surface) is necessary. In this work, we employ generalized polynomial chaos (gPC) [25,26] to build the surrogate model for DPD systems in the form of a linear combination of a set of special basis functions defined in the parameter space. This idea has been used in solving inverse problems (e.g., [27,28]) and MD modeling of water systems (e.g., [29,30]). This gPC surrogate model facilitates the implementation of MCMC and dramatically accelerates the evaluation of the likelihood function \( \mathcal{L} \), hence enabling us to infer the parameters efficiently.

The construction of surrogate models can be achieved by functional representations employed in uncertainty quantification (UQ), e.g., (adaptive) sparse grid method [31–35] or (adaptive) ANOVA method [36–39]. All these methods are categorized as probabilistic collocation methods (PCM) as they provide smart strategies to select sampling points and weights. In recent years, efforts have been made to propose a non-adaptive but simple and accurate method for high dimensional problems [40–45] when the system is sparse, which within the UQ framework means that only a small portion of the gPC coefficients has relatively large values while the others are close to zero. This idea stems from the compressive sensing field [46–49]. More precisely, if we know a priori that the vector of gPC coefficients is sparse, we can employ compressive sensing techniques to “recover” these coefficients accurately using only a few (deterministic) simulation data. This method can be considered as post processing of the sampling method, e.g., Monte Carlo method or PCM method, hence it
is flexible as we can always incorporate new available data and obtain better estimates. This method has an advantage over many popular methods, e.g., the standard sparse grid method, which is popular in UQ studies today, as it requires a fixed number of additional simulations to reach the next accuracy level. This requirement is prohibitive in practice when the dimension of the problem is high. Even with the adaptive method, the selection of adaptivity criteria can be constrained by the limitation of computational resources. Moreover, in MD and DPD simulations, due to the existence of the thermal noise, it is difficult to obtain a highly accurate gPC surrogate model. In other words, even if we can afford running simulations with a high order PCM method, we may not be able to reduce the error of the surrogate model. This is different from research on UQ in solving stochastic PDEs, where high accuracy can be expected with high order methods. Therefore, it is more helpful to adopt a method which can efficiently construct the gPC expansion with small errors (ideally close to the thermal noise level).

After obtaining a good surrogate model of the response surface of the target property, we employ the Bayesian inference to explore suitable model parameters in DPD. For material design problems, given the desirable target properties \( \mathbf{p}^d \), we can firstly build a DPD model with empirical (commonly used) constants. Then, we parametrize these constants to obtain a parameter set \( \theta \). Next, we run the DPD simulation with different sets of \( \theta \) values to obtain samples of target properties \( \mathbf{p}^t \) and build the gPC approximation (surrogate model) of target properties depending on \( \theta \) via compressive sensing. Finally, we implement the Bayesian inference based on \( \mathbf{p}^t \) and the gPC expansion to infer the suitable \( \theta \) for the DPD model. The above procedure can be repeated until the DPD model reaches the required accuracy by increasing the accuracy of the surrogate model or by modifying the range of the parameters. Fig. 1 provides an overview of the entire procedure of inferring the parameters in the DPD model via gPC expansion and compressive sensing. The difference between \( \mathbf{p}^t \) and \( \mathbf{p}^{DPD} \) can be measured by the summation of relative error of each target property.

This paper is organized as follows. Section 2 is devoted to a brief introduction of the mesoscopic simulation method and models considered in the present study, i.e., the non-Newtonian polymer melt model based on dissipative particle dynamics (DPD) and the non-isothermal liquid water model based on the energy-conserving dissipative particle dynamics (eDPD). In Section 3, we introduce the compressive sensing method and its application in the gPC coefficient computation. In Section 4, we construct the gPC expansions of various target properties over the parameter space for both the polymer melt and the liquid water systems. Using the gPC expansion as the surrogate model, we estimate the optimal force parameters
and eliminate possible model redundancies with the prescribed value of the target properties via Bayesian inference. In Section 5, we summarize our work and briefly discuss future directions.

2. Simulation method and physical model

2.1. Dissipative Particle Dynamics

Dissipative Particle Dynamics (DPD) [13,50] is a particle based mesoscopic simulation method. Each DPD particle represents a coarse-grained virtual cluster of multiple atomistic particles [11]. In standard DPD formulation [13], the motion of each particle is governed by

\[
\begin{align*}
\mathbf{dr}_i &= \mathbf{v}_i \, dt \\
\mathbf{dv}_i &= (\mathbf{F}_i^c dt + \mathbf{F}_i^D dt + \mathbf{F}_i^R \sqrt{dt})/m,
\end{align*}
\]

where \( \mathbf{r}_i, \mathbf{v}_i, m \) are the position, velocity, and mass of the particle \( i \), and \( \mathbf{F}_i^c, \mathbf{F}_i^D, \mathbf{F}_i^R \) are the total conservative, dissipative and random forces acting on the particle \( i \), respectively. Under the assumption of pairwise interactions the DPD forces can be decomposed into pair interactions with the surrounding particles by

\[
\begin{align*}
\mathbf{F}_i^c &= \begin{cases} 
\alpha(1.0 - \frac{r_{ij}}{r_c}) \mathbf{e}_{ij}, & r_{ij} < r_c, \\
0, & r_{ij} > r_c,
\end{cases} \\
\mathbf{F}_i^D &= -\gamma w_D(r_{ij}) (\mathbf{v}_{ij} \cdot \mathbf{e}_{ij}) \mathbf{e}_{ij}, \\
\mathbf{F}_i^R &= \sigma w_R(r_{ij}) \mathbf{e}_{ij},
\end{align*}
\]

where \( r_{ij} = \mathbf{r}_i - \mathbf{r}_j, r_{ij} = |\mathbf{r}_{ij}|, \mathbf{e}_{ij} = \mathbf{r}_{ij}/r_{ij}, \) and \( \mathbf{v}_{ij} = \mathbf{v}_i - \mathbf{v}_j \). \( r_c \) is the cut-off radius beyond which all interactions vanish. The coefficients \( \alpha, \gamma \) and \( \sigma \) represent the strength of the conservative, dissipative and random force, respectively. The dissipative and random force terms are coupled with the system temperature by the fluctuation-dissipation theorem [14] as \( \gamma^2 = 2\gamma/k_BT \). Here, \( \epsilon_{ij} \) are independent identically distributed (i.i.d.) Gaussian random variables with zero mean and unit variance. The weight functions \( w_D(r) \) and \( w_R(r) \) are defined by

\[
\begin{align*}
w_D(r_{ij}) &= \left[ w_R(r_{ij}) \right]^2, \\
w_R(r_{ij}) &= \begin{cases} 
(1 - \frac{r_{ij}}{r_c})^k, & r_{ij} < r_c, \\
0, & r_{ij} > r_c
\end{cases}
\end{align*}
\]

where \( k \) is a parameter that determines the extent of dissipative and random force envelopes.

While this method was initially proposed [13] to simulate the complex hydrodynamic processes of isothermal fluid systems, the particle based feature enables us to easily incorporate additional physical models and extend its application to various soft matter and complex fluid systems, such as polymer and DNA suspensions [51–53], platelet aggregation [54], microgel [55], colloid suspension [56], droplet wetting [57] and blood flow systems [58–62]. However, we note that the intrinsic relationship between DPD and the atomistic force field is not well understood yet. The force parameters of the mesoscopic models are usually chosen empirically (referred as a specific “point” within parameter space) while the variation of the macroscopic properties over the global parameter space has not been fully studied. Alternatively, in this work, we simulate the non-Newtonian polymer melt systems by choosing the force parameters varying within a range of empirical values; moreover, we aim to systematically investigate the sensitivity of the dynamic viscosity on individual force parameters.

2.2. Energy-conserving Dissipative Particle Dynamics

In addition to the conservation of momentum in the DPD model (Eq. (2.2)), the eDPD model also takes into account the conservation of energy, which is described by the following equation [63,15]:

\[
C_v \frac{dT_i}{dt} = q_i = \sum_{i \neq j} (q^c_{ij} + q^v_{ij} + q^R_{ij}),
\]

where \( T_i \) is the temperature, \( C_v \) is the thermal capacity of eDPD particles and \( q_i \) is the heat flux between particles. In particular, the three components of \( q_i \) including the collisional heat flux \( q^c \), viscous heat flux \( q^v \), and random heat flux \( q^R \) are given by [15,16]:
\[ q_i^c = \sum_{j \neq i} k_{ij} \omega_{CT}(r_{ij}) \left( \frac{1}{R_i} - \frac{1}{R_j} \right), \]  
\[ q_i^\nu = \frac{1}{2C_V} \sum_{j \neq i} \left[ \sigma_{ij} (e_{ij} \cdot v_{ij})^2 - \frac{(\sigma_{ij})^2}{m} \right] - \sigma_{ij} \omega_K(r_{ij}) (e_{ij} \cdot v_{ij}) \xi_{ij}, \]  
\[ q_i^R = \sum_{j \neq i} \beta_{ij} \omega_{RT}(r_{ij}) dt^{-1/2} \xi_{ij}^e, \]

where \( k_{ij} \) and \( \beta_{ij} \) determine the strength of the collisional and random heat fluxes. The parameter \( k_{ij} \) plays a role of thermal conductivity and is given by \( k_{ij} = C_i^2 \kappa (T_i + T_j)^2 / 4 k_B \) in which \( \kappa \) is interpreted as mesoscale heat friction coefficient \([64, 65, 66, 16]\), and \( \beta_{ij}^2 = 2k_B k_{ij} \). The weight functions \( \omega_{CT}(r) \) and \( \omega_{RT}(r) \) in Eqs. (2.5) and (2.7) are given by \( \omega_{CT}(r) = \omega_{RT}(r) = (1 - r/r_C)^s \) where \( s \) is the exponent of the weight functions. In our previous work \([16]\), we analyzed the sensitivity of transport properties to different eDPD parameters and found that making \( s \) a function of temperature is the best option for modeling the temperature-dependent properties of simple fluids such as water and ethanol. However, obtaining an optimal functional form of \( s \) so that an eDPD model can generate correct transport properties at various temperatures over a wide range is a non-trivial task. In principle, however, this is one of the parameters that can be computed using our framework based on some target macroscopic properties, which will be demonstrated in sections 2.5 and 4.2.3.

2.3. Polymer model and parameter uncertainty

The polymer melt system is modeled by \( N_p \) flexible polymer chains in a domain of \( 50 \times 20 \times 10 \) with periodic boundary conditions with total DPD particle number density \( n = 3.0 \). Each polymer chain consists of \( N_b = 2 \sim 5 \) DPD particles connected by the Finely Extensible Non-Linear Elastic (FENE) potential given by

\[ U_{FENE} = -\frac{k_s}{2} r_{\max}^2 \log \left[ 1 - \frac{|r_i - r_j|^2}{r_{\max}^2} \right], \]

where \( k_s \) is the spring constant. The spring extension \( r \) is limited by its maximum value \( r_{\max} \) attained when the corresponding spring force becomes infinite. The force parameters of the polymer melt system are given by

\[ a(\xi_1) = (a) + \sigma_a \xi_1, \quad \gamma(\xi_2) = (\gamma) + \sigma_\gamma \xi_2, \]
\[ k(\xi_3) = (k) + \sigma_k \xi_3, \quad r_c(\xi_4) = (r_c) + \sigma_r \xi_4, \]
\[ k_s(\xi_5) = (k_s) + \sigma_{k_s} \xi_5, \quad r_{\max}(\xi_6) = (r_{\max}) + \sigma_{r_{\max}} \xi_6 \]

where \( \xi_1, \ldots, \xi_6 \) are i.i.d. random variables uniformly distributed on \([-1, 1]\), \( a \) is the conservative force magnitude, \( \gamma \) is the dissipative force coefficient, \( k \) is the power index of the dissipative force envelop, \( r_c \) is the cutoff distance of DPD interaction, \( k_s \) is the bond spring constant, and \( r_{\max} \) is the maximum bond extension distance, respectively. \( \langle \cdots \rangle \) and \( \sigma \) represents the magnitude of uncertainty for each parameter. Similar to the Newtonian DPD fluid systems, we choose the mean values as the standard force parameter employed in previously published DPD simulations \([50]\). To investigate the numerical performance of the compressive sensing method on different parameter spaces, we choose three parameter sets with different variance values, as shown in Table 1.

In this study, we aim to study the shear rate dependent viscosity of the polymer melt system. In general, numerical evaluation of this property is a non-trivial task. The shear viscosity of a fluid system is usually determined either by the linear response theory with calculation of the stress auto-correlation function terms in equilibrium state, or by modeling the steady shear flow with the Lees–Edwards boundary conditions \([67]\). However, both approaches incorporate the calculation of the stress field, which is extremely noisy in equilibrium or low shear rate regime. Therefore, a large numerical error is anticipated in the regime where the thermal fluctuation dominates over the ensemble average value. Moreover, unlike a simple Newtonian fluid system, polymeric fluids typically exhibit non-Newtonian behavior with shear rate dependent viscosity. As shear rate approaches zero, the normal stress and viscosity value typically approach a constant low-shear-rate

<table>
<thead>
<tr>
<th>( \langle \cdots \rangle )</th>
<th>( a )</th>
<th>( \gamma )</th>
<th>( k )</th>
<th>( r_c )</th>
<th>( k_s )</th>
<th>( r_{\max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_a )</td>
<td>25.0</td>
<td>8.0</td>
<td>0.25</td>
<td>1.0</td>
<td>25.0</td>
<td>1.0</td>
</tr>
<tr>
<td>( \sigma_\gamma )</td>
<td>15.0</td>
<td>4.0</td>
<td>0.18</td>
<td>0.06</td>
<td>15.0</td>
<td>0.06</td>
</tr>
<tr>
<td>( \sigma_k )</td>
<td>10.0</td>
<td>2.0</td>
<td>0.15</td>
<td>0.05</td>
<td>10.0</td>
<td>0.05</td>
</tr>
<tr>
<td>( \sigma_r )</td>
<td>6.0</td>
<td>1.2</td>
<td>0.08</td>
<td>0.03</td>
<td>6.0</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 1

DPD force parameters for non-Newtonian polymer melt system. \( \langle \cdots \rangle \) and \( \sigma \) represent the average and magnitude of the random variables for individual model parameters. The superscripts \( l \) and \( s \) represent the three parameter sets with different variance values.
plateau, which is usually inaccessible due to rheometer limitations [68]. In this study, we adopt the reverse Poiseuille flow rheometer briefly explained as below.

2.4. Shear viscosity rheometer

We compute the low-shear-rate viscosity values using the reverse Poiseuille flow rheometer. This approach was initially proposed for computing the shear viscosity for Newtonian flow system. However, a later study showed that this approach can be well extended to study the complex fluid system with non-Newtonian behavior [69]. This approach generates more accurate results than the previous two methods as it replaces the expensive stress calculation with the calculation of velocity profile. Here we briefly review the method and we refer to [70,69] for details.

As shown in Fig. 2, we simulate $N_p = 15,000$ polymer chains in a domain of size $50 \times 20 \times 10$ DPD units with periodic boundary conditions. The domain is divided into two regimes at center $(x = 0)$, where an equal but opposite gravity force $f$ between 0.015 and 0.05 is applied on each DPD particle in each half of the domain. At the cross-stream position $x$ and time $t$, we have

$$\rho \frac{\partial u}{\partial t} = \frac{\partial \tau_{xy}}{\partial x} - f n,$$

(2.10)

where $n$ is the number density. Under steady state flow, the left hand side of Eq. (2.10) vanishes and the shear stress $\tau_{xy}$ is linear across the channel with maximum value $fnH/2$ across the virtual wall boundary, where $H = 50$ is the length of the channel.

Having computed the shear stress profile, the shear-rate-dependent viscosity $\eta(x)$ can be calculated by

$$\tau_{xy}(x) = \eta(x) \dot{\gamma}(x),$$

(2.11)

where $\dot{\gamma}(x)$ is the shear rate across the channel. Therefore, the calculation of shear viscosity is transformed into the calculation of the velocity derivatives across the channel. For the Newtonian fluid system, the shear viscosity across the channel is nearly constant and the steady flow velocity maintains a parabolic shape. For the non-Newtonian polymer melt system, the shear viscosity is inhomogeneous across the channel. In particular, the low-shear-rate viscosity values are extracted from a flattened velocity profile and hence a relatively larger numerical error is anticipated. To further reduce the numerical error, we fit the velocity profile of Newtonian fluid and polymer melt system using a 2nd and 4th-order polynomial, respectively:

$$V(x) = V_c \pm C_2(x \pm H/4)^2,$$

(2.12a)

$$V(x) = V_c \pm C_2(x \pm H/4)^2 \pm C_4(x \pm H/4)^4,$$

(2.12b)

For each parameter set, we conduct three independent reverse Poiseuille flow simulations: 800,000 steps are performed for each simulation and the velocity profile sampling is taken during the last 700,000 steps; a time step $dt = 0.01$ is adopted for all the simulations. Fig. 3 shows an example of the steady velocity distribution across the channel for both the polymer melt and Newtonian fluid systems. The Newtonian fluid system maintains a near constant viscosity value across the channel and the velocity profile can be well fitted by Eq. (2.12a). On the contrary, the polymer melt system exhibits
are parameters represented temperature at 2.5. in Fig. 4.

\[ \eta(\dot{\gamma}) = \frac{a n d \eta}{r_{\max}} \times \gamma \]

Fig. 4. Shear-rate-dependent viscosity \( \eta(\dot{\gamma}) \) computed from the simulated velocity profiles for the polymer melt given \( a = 20.0 \), \( y = 8.0 \), \( k = 0.26 \), \( r_c = 1.0 \), \( k_r = 40.0 \) and \( r_{\max} = 1.0 \) and Newtonian flow systems given \( a = 40.0 \), \( y = 4.5 \) and \( k = 0.2 \). The zero-shear-rate viscosity \( \eta(\dot{\gamma}) \) of the polymer melt system is computed by taking the limit of asymptotic approximation (the dash line) \( \lim_{\dot{\gamma} \to 0} \eta(\dot{\gamma}) \approx 4.35 \) using Eq. (2.12).

varying viscosity value across the channel, resulting in a poor fitting by Eq. (2.12a). Instead, high order terms in Eq. (2.12b) are essential to capture the non-Newtonian properties. With the fitted velocity profile, the shear viscosity of the Newtonian fluid is determined by \( \frac{\partial \eta}{\partial r} \) and the zero-shear-rate viscosity is computed by taking the limit \( \eta_0 = \lim_{x \to H/4} \eta(x) \), where \( \eta(x) \) is low-shear-rate viscosity determined by the local shear viscosity determined by Eq. (2.11) and Eq. (2.12), as shown in Fig. 4.

2.5. Non-isothermal liquid water system

The liquid water is employed as an example of non-isothermal system, where the diffusivity and viscosity of liquid water at various temperatures ranging from 273 K to 373 K are set as target properties. For water, the experimental data of its self-diffusivity \( D \) at various temperature is taken from [71] and the kinematic viscosity \( \eta \) is taken from [72]. In particular, at \( T^* = 300 \) K the diffusivity of liquid water is \( 2.41 \times 10^{-9} \) m² s⁻¹ and the kinematic viscosity is \( 8.57 \times 10^{-7} \) m² s⁻¹, hence the Schmidt number \( Sc = \eta / D = 355.60 \).

Dimensionless variables that are suitable for interpretation of the results are introduced to carry out the simulations. The temperature of reference \( T^* = 300 \) K is used to scale the temperature, thus the temperature ranging from 273 K to 373 K are represented by the dimensionless temperature \( T = 0.91 \) to 1.243. To capture the correct Schmidt number at \( T = 1.0 \) the parameters in eDPD system are defined as \( n = 4.0 \), \( a_0 = 75k_BT/n \), \( \gamma = 4.5 \), \( \sigma^2 = 2k_BT \gamma \), \( r_c = 1.58 \) and \( s(T) \big|_{T=1.0} = 0.41 \),
which yields an eDPD fluid with diffusivity $D = 1.87 \times 10^{-2}$, kinematic viscosity $\eta = 6.62$ and corresponding Schmidt number is $Sc = 354.01$ with respect to the experimental data $Sc = 355.60$. Moreover, the heat capacity is $C_v = 1.0 \times 10^5$ and $\kappa = 315k_B\eta/2\pi \rho C_v r_P^2 Pr$ in which $Pr$ is the Prandtl number. More computational details can be found in [16].

Considering the effect of temperature on the dynamic properties of eDPD fluid, $s$ (the exponent of the weight function in the heat flux equations (2.5) and (2.7)) is defined as a function of the temperature to reproduce the experimental data of liquid water over a range of 273 K to 373 K. In the present work, $s$ is set as the following polynomial:

$$ s(T) = C_0 + C_1(T - 1) + C_2(T - 1)^2 + C_3(T - 1)^3 + C_4(T - 1)^4, \quad (2.13) $$

where $C_0$ is set to 0.41 so that the Schmidt number matches the experimental data at $T = 1.0$. The other coefficients $C_i$, $i = 1, 2, 3, 4$ will be identified through Bayesian inference to get consistent transport properties with the experimental data of liquid water, which will be described in detail in section 4.2.3.

3. Constructing the surrogate model

In this section, we introduce an efficient approach to build the surrogate model of the target properties. We will briefly review the gPC approximation and the compressive sensing method, then demonstrate the algorithm of combining these two approaches to construct the surrogate model.

3.1. gPC expansion for target property

Due to the linear relation between $\theta$ and $\xi$ in this paper (e.g., see Eq. (2.9)), we consider a gPC expansion depending on $\xi$ instead. Given a set of parameter $\xi$, the output $X(\xi)$ obtained from the DPD simulation is

$$ X(\xi) = \mu(\xi) + \phi, \quad (3.1) $$

where $\mu(\xi)$ is the value of target property, and $\phi$ represents the intrinsic thermal noise discussed in the system. In order to compute $\mu(\xi)$, we simulate multiple replicas for the parameter set $\xi$. As the number of replica increases, the average of $X(\xi)$ converges to $\mu(\xi)$ as we assume $\phi$ to be a Gaussian random variable. In the present work, we take three identical independent simulations for each $\xi$ and consider the average $\bar{X}(\xi)$ as a good approximation of $\mu(\xi)$. Following the same approach as in [29], we verify that in the cases we study, the magnitude of the fluctuation is $\mathcal{O}(0.1\%)$ (or smaller) of the target property. Hence, the error from the intrinsic thermal noise is much less than the error of the surrogate model; this will be validated in Section 4.

Given $\bar{X}(\xi)$, we employ gPC to represent the target property:

$$ \bar{X}(\xi) = \sum_{|\alpha|=0}^{\infty} c_{\alpha} \psi_{\alpha}(\xi), \quad (3.2) $$

where $\alpha$ is a multi-index, $\xi = (\xi_1, \xi_2, \cdots, \xi_d)$ is a vector of $d$ i.i.d. random variables, $\psi_{\alpha}$ is a set of orthonormal polynomials associated with the probability measure $\nu$ of $\xi$ and $c_{\alpha}$ is the coefficient. We truncate the expression (3.2) up to polynomial order $P$, hence $\bar{X}$ is approximated as:

$$ \bar{X}(\xi) \approx \tilde{X}(\xi) = \sum_{|\alpha|=0}^{P} c_{\alpha} \psi_{\alpha}(\xi). \quad (3.3) $$

We use $c$ to denote the vector of the gPC coefficients, i.e., $c = (c_{\alpha_1}, c_{\alpha_2}, \cdots)$. By sorting the indices $\alpha$ we can also write it as $c = (c_0, c_1, \cdots)$, where $c_0$ is the coefficient of the zero-th order gPC basis function. The gPC representation $\bar{X}$ is constructed by computing the coefficients $c_{\alpha}$. This procedure can be accomplished by using the probabilistic collocation method (PCM) e.g., tensor product points or sparse grid points as mentioned in the introduction: after obtaining $\bar{X}_1, \bar{X}_2, \ldots, \bar{X}_M$, which are values of $\bar{X}$ at sampling points $\xi_1, \xi_2, \ldots, \xi_M$, we compute the gPC coefficients of $\bar{X}$:

$$ c_{\alpha} = \frac{\int \bar{X}(\xi) \psi_{\alpha}(\xi) d\nu(\xi)}{\int \psi_{\alpha}^2(\xi) d\nu(\xi)} \quad (3.4) $$

(where $\nu$ is the probability measure of $\xi$ and the integrals are multi-variate integrals depending on the dimension of $\xi$) through approximating the integral with quadrature rule, e.g.,

$$ \int \bar{X}(\xi) \psi_{\alpha}(\xi) d\nu(\xi) \approx \sum_{i=1}^{M} \bar{X}_i \psi_{\alpha}(\xi_i) w_i. \quad (3.5) $$

Here $w_i$ is the corresponding weight for $\xi_i$. 


Algorithm 1 Approximate the solution of \((P_{0,4})\): \( \min_{\mathbf{c}} \|\mathbf{c}\|_0 \) subject to \( \|\Psi\mathbf{c} - \mathbf{b}\|_2 \leq \delta \) by the OMP method [49].

1. Initialize \( k = 0, \mathbf{c}^0 = 0, \) residual \( \mathbf{r}^0 = \mathbf{X} - \Psi\mathbf{c}^0 = \mathbf{b} \), solution support \( S^0 = \text{Support}(\mathbf{c}^0) = \emptyset \).
2. \( k = k + 1, \) compute \( \epsilon(j) = \min_{i} \|\mathbf{r}_{S_j} - \mathbf{r}_{S_j} - \mathbf{r}_{S_j}^k\|_2^2 \) for all \( j \) with \( z_j^* = \Psi_j^T \mathbf{r}_{S_j}^k / \|\Psi_j^T\mathbf{r}_{S_j}^k\|_2^2 \).
3. Find a minimizer \( j_0 \) for \( \epsilon(j) \); \( j \in S^k, \epsilon(j) < \epsilon(j) \) and update \( S^k = S^{k-1} \cup \{j_0\} \).
4. Compute \( \mathbf{c}^k \), the minimizer of \( \|\Psi\mathbf{c} - \mathbf{b}\|_2^2 \) subject to \( \text{Support}(\mathbf{c}) = S^k \).
5. Update the residual: \( \mathbf{r}^k = \mathbf{X} - \Psi\mathbf{c}^k \).
6. Stop the iteration if \( \|\mathbf{r}^k\|_2 < \delta \). Otherwise go to step 2.

![Fig. 5. Demonstration of cross-validation. The data is partitioned into three parts. For each replication, the white parts are used in reconstruction and the black part is used for validation.](image)

### 3.2. Sparsity and compressive sensing

For systems with relatively high dimensions, e.g., the polymer melt model with \( d = 6 \), the method to compute the gPC coefficients described in Section 3.1 may not be efficient in that in order to increase the accuracy, the increment of the number of simulations is fixed and this number can be very large \((O(10^3) \sim O(10^5))\) or larger, hence, these methods can be prohibitive for DPD simulations which are usually very costly. Another drawback of this method is that it requires results from all the sampling points. If the DPD code fails at some sampling points, the method fails, although we may employ other approaches to obtain a less accurate result. To overcome the above difficulties, we compute the gPC expansion by applying the compressive sensing theory as post processing for the Monte Carlo method as discussed below.

We first generate \( M \) random samples of the parameter sets \( \xi^j, j = 1, \ldots, M \) based on the distribution of the random variables. Notice that \( \xi^j \) is a random vector with \( i.i.d. \) entries. In this paper, we generate \( M \) such random vectors based on the uniform distribution \( U[-1, 1] \). Then we input these vectors in the DPD code to obtain \( M \) outputs \( \bar{X} = (\bar{X}^1, \bar{X}^2, \ldots, \bar{X}^M) \), respectively. Based on (3.3), we obtain the following linear system:

\[
\begin{pmatrix}
\psi_{a_1}(\xi^1) & \psi_{a_2}(\xi^1) & \cdots & c_{a_1} \\
\psi_{a_1}(\xi^2) & \psi_{a_2}(\xi^2) & \cdots & c_{a_2} \\
\vdots & \vdots & \ddots & \vdots \\
\end{pmatrix}
\begin{pmatrix}
\bar{X}(\xi^1) \\
\bar{X}(\xi^2) \\
\vdots \\
\end{pmatrix}
= \begin{pmatrix}
\mathbf{X}(\xi^1) + \mathbf{e} \\
\mathbf{X}(\xi^2) + \mathbf{e} \\
\vdots \\
\end{pmatrix}
\]

or equivalently,

\[
\Psi\mathbf{c} = \bar{X} + \mathbf{e},
\]

where \( \Psi \) is the “measurement matrix” with entries \( \psi_{a_i}(\xi^j) \), \( \mathbf{c} \) is the vector of the gPC coefficients, \( \bar{X} \) is the vector consisting of the outputs and \( \mathbf{e} \) is related to the truncation error. Here \( \mathcal{W}_a \) is the tensor product of normalized Legendre polynomials since \( \xi \) is uniformly distributed. According to the compressive sensing theory, when \( \mathbf{c} \) is sparse and \( \Psi \) satisfies certain conditions, we can recover it from Eq. (3.6) by solving the following \( \ell_h \) minimization problem [47,49]:

\[
(P_{h, \delta}) : \min_{\mathbf{c}} \|\mathbf{c}\|_h \quad \text{subject to} \quad \|\Psi\mathbf{c} - \mathbf{X}\|_2 \leq \delta,
\]

where \( h = 1 \) or \( 0 \), \( \delta = \|\mathbf{e}\|_2, \|\mathbf{c}\|_1 = \sum |c_i| \) and \( \|\mathbf{c}\|_0 = \) number of nonzero entries of \( \mathbf{c} \).

In this paper we employ \( \ell_0 \) minimization, i.e., the results of \((P_{0,\delta})\). To solve this minimization problem, we employ the greedy algorithm orthogonal matching pursuit (OMP) presented in Algorithm 1 [49].

Typically, the magnitude of the truncation \( \delta \) is not known \textit{a priori}, and we use a cross-validation method to estimate it. We first divide the \( M \) available output samples into \( M_r \) reconstruction samples (white parts in Fig. 5) and \( M_v \) validation samples (black part in Fig. 5) such that \( M = M_r + M_v \). Then repeat the OMP method on the reconstruction samples with multiple choices of truncation error tolerance \( \delta_r \). This is accomplished by setting \( \delta \) in Eq. (3.7) as different \( \delta_r \). In this paper we test 11 different \( \delta_r \) ranging from \( 10^{-4} \) to \( 10^{-2} \) with constant ratio. For each \( \delta_r \), we solve \((P_{0,\delta})\) to obtain gPC coefficient \( \mathbf{c}_r \), and estimate the error \( \delta_v = \|\Psi\mathbf{c}_r - \mathbf{u}_v\|_2 \) with the validation data. Next, we repeat the above cross-validation algorithm for multiple replications with different selection of reconstruction and validation samples. Finally, the estimate of \( \delta = \sqrt{M/M_r}\delta_r \) is based on the values of \( \delta_r \) for which the average of the corresponding validation errors \( \delta_v \), over all replications of the validation samples, is minimum. In this paper we partition the data into three parts, i.e., we set \( M_r \approx 2M/3 \) and perform the cross-validation for three replications. More details can be found in [41].
Algorithm 2 Compressive sensing method to obtain gPC surrogate model for DPD.

1: Generate $M$ sampling points $\xi^1, \xi^2, \ldots, \xi^M$ based on the distribution of $\xi$.
2: Run the DPD code with inputs $\xi^1, \xi^2, \ldots, \xi^M$ to obtain $M$ outputs $\bar{X}^1, \bar{X}^2, \ldots, \bar{X}^M$, respectively. Denote $\bar{X} = (\bar{X}^1, \bar{X}^2, \ldots, \bar{X}^M)$ and it is the “observation” in $(P_0, \delta)$.
3: Construct the $M \times N$ “measurement matrix” $\Psi$ as $\Psi_{i,j} = \psi_{\xi,j}(\xi^i)$, where $\psi_{\xi,j}$ are the basis functions, $N$ is the total number of basis functions depending on $P$ in (3.3).
4: Set the tolerance $\delta$ in $(P_0, \delta)$ by employing cross-validation method.
5: Solve the $\ell_0$ minimization problem

$$
    c = \text{arg min} \|c\|_0 \quad \text{subject to} \quad \|\Psi c - u\|_2 \leq \delta.
$$

The algorithm of the entire procedure is presented in Algorithm 2. In this paper, the OMP method is achieved by SparseLab [73]. Finally, since $M$ different samples of $\xi^j$ lead to $M$ different $\bar{X}^j, j = 1, 2, \cdots, M$, we use “number of samples” to refer to $M$ in Section 4.

4. Numerical results

In this section we present the numerical results using the new framework we developed. We first construct the surrogate models of the polymer melt and non-isothermal liquid water systems with respect to 6-dimensional and 4-dimensional stochastic parameter space, respectively. We then compare our results with the ones obtained from the sparse grid method [31] (a standard collocation method in UQ studies.) Finally, with the surrogate models of the various target properties, we can infer the force parameters given a specific set of target property values observed at the macroscopic level, which enables us to optimize the parameter sets to reproduce the target property values, and/or identify possible parameter degeneracy within the present mesoscopic models.

As we need to construct an accurate surrogate model to approximate the response surface, we check the relative $L_2$ error:

$$
    \varepsilon_0 = \sqrt{\frac{\int |\mu(\xi) - \bar{X}(\xi)|^2 d\nu(\xi)}{\int |\mu(\xi)|^2 d\nu(\xi)}},
$$

where $\mu$ is the target property and $\bar{X}$ is the gPC expansion of $\bar{X}$ (see Eq. (3.3)). Since we approximate $\mu$ with $\bar{X}$, we check the following error instead:

$$
    \varepsilon = \sqrt{\frac{\int |\bar{X}(\xi) - \bar{X}(\xi)|^2 d\nu(\xi)}{\int |\bar{X}(\xi)|^2 d\nu(\xi)}}.
$$

As mentioned in Section 3.1, in our numerical examples, the thermal noise is about $10^{-3}$ (or smaller) of the target property, i.e., $|\mu - \bar{X}|/|\mu| \sim O(10^{-3})$. Take the shear-rate viscosity for example, the relative error of approximating $\bar{X}$ by $\bar{X}$ is $O(10^{-5})$ (as we will see in this section), namely, $|\bar{X} - \bar{X}|/|\bar{X}| \sim O(10^{-5})$, which reflects that $|\mu - \bar{X}|/|\mu| \sim O(10^{-2})$. Hence, $\varepsilon$ is a good approximation of $\varepsilon_0$. The integrals in Eq. (4.2) are approximated by quadrature rules based on the tensor product or by the sparse grid method. The error of numerical integration is far below the magnitude of the thermal noise as we use high order quadrature points or a high level sparse grid method to approximate the integral.

Remark 4.1. In this work, the thermal noise in the system is relatively small, hence the approximation of the target property through a single set of gPC expansion is applicable, and the comparison Eq. (4.2) is reasonable. For systems with larger thermal noise, we need to develop a more advanced technique, which we plan to do in future work. To this end, we can employ the ANOVA method to separate out explicitly the intrinsic thermal fluctuations from the stochasticity introduced to the parametric uncertainty. This was accomplished in [74] for a model problem.

4.1. Polymer melt system

First we consider a polymer melt system with 6-dimensional parameter space and study three different cases with different parameter sets summarized as below:

- **Mesoscopic system:** polymer melt model defined by Eq. (2.2) and Eq. (2.8) with number density $n = 3.0$ and $k_B T = 1.0$.
- **Model parameters of uncertainty:** $a(\xi_1), \gamma(\xi_2), k(\xi_3), r_c(\xi_4), k_b(\xi_5)$ and $r_{\text{max}}(\xi_6)$ defined by Eq. (2.9) and Table 1.
- **Surrogate model of target properties:** zero-shear-rate viscosity.

We use the compressive sensing based method to construct a third-order gPC expansion as the surrogate response surface. The total number of basis functions is 84, i.e., the measurement matrix $\Psi$ has $N = 84$ columns. In this example,
the $L_2$ error defined in Eq. (4.2) is computed by approximating the integrals with the level 4 sparse grid method. The sparse grid method mentioned in this section is based on Clenshaw–Curtis abscissas.

Since it is impossible to visualize a 7D hyper-plane, we present the response surface of the shear viscosity by fixing part of the entries of $\xi$ in Fig. 6 to help understand the sensitivity of the parameters. These results are based on the simulation results of the level 4 sparse grid method. For example, in Fig. 6(a), we set $\xi_3 = \xi_4 = \xi_5 = \xi_6 = 0$ to plot the response surface with respect to $\xi_1$ and $\xi_2$. The nearly planar response surface indicates that the momentum transport is proportional to the magnitude of the repulsive and dissipative force interactions. On the other hand, the curved response surfaces in Fig. 6(b) and Fig. 6(c) indicate the nonlinear dependence of the shear viscosity on the dissipative interaction profile and the force interaction cut-off range. Moreover, the response surface in Fig. 6(d) indicates that the shear viscosity of the polymer melt system further depends on the elasticity of the polymer model. To systematically study the dependence of the shear viscosity on individual parameters, we compute the gPC expansion using the OMP method introduced previously with fewer samples and use the results by the level-4 sparse grid method point as reference solution. Similar procedures are followed for different physical properties.

Fig. 7 presents the $L_2$ errors with the parameter set $\sigma^\text{m}$, i.e., the parameter set with the largest perturbation around the mean, hence the response surface is more complicated than the parameter sets $\sigma^\text{m0}$ and $\sigma^\text{m*}$. In this figure, when the number of samples is larger than 75 we also include 46 gPC basis functions of the fourth-order polynomials. We observe that the error of our method is decreasing as more simulation results become available. For example, if only 65 simulations are affordable, our method can provide a result with accuracy about the same level of that by the level-2 sparse grid method. If 75 or more samples are available, the accuracy of our method exceeds that of the level-2 sparse grid method, which requires
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Fig. 7. $L_2$ error of the zero-shear-rate viscosity of the polymer melt model with parameter sets $\sigma^m_l$ by our method ("○") is presented. Results of sparse grid method ("Sp") of level 1, 2 and 3 are presented for comparisons.

Fig. 8. $L_2$ error of the zero-shear-rate viscosity of the polymer melt model with parameter sets $\sigma^m_l$ (left) and $\sigma^s_l$ (right) by our method ("○") are presented. Results of sparse grid method ("Sp") of level 1 and level 2 are presented for comparisons.

85 samples. When 95 or more samples are available, our method yields more accurate results than the level-3 sparse grid method. As a comparison, if we employ the level-3 sparse grid method, we need 304 additional simulation results given the 85 simulation results for the level-2 sparse grid method. Hence, our method is much more flexible than the standard sparse grid method.

Fig. 8 presents the same error analysis for the parameter sets $\sigma^m_l$ and $\sigma^s_l$ and we only employ third-order gPC expansions. It also illustrates the accuracy and flexibility of our method as Fig. 7 does since the error decreases as the number of samples increases, and there is no restriction on the increment of the number of samples. Moreover, by comparing Fig. 7 and Fig. 8, we notice that in this model a smaller perturbation in the parameters yields smaller difference between the results by level-1 and level-2 sparse grid method. This is because the higher order basis in the gPC expansion makes smaller contributions, which in turn implies that the vector of the gPC coefficients is more sparse given a fixed number of basis functions $N$. Therefore, we observe that with 55 samples, our method exceeds the level-2 sparse grid method for the parameter set $\sigma^s_l$ while this is not the case for the other two parameter sets. This comparison implies that the sparser the system is the more efficient our method is. On the other hand, in order to increase the accuracy of the gPC expansion, we may include more basis functions, which helps to reduce the truncation error and also helps to increase the sparsity as long as the higher order basis functions make small contributions. However, we cannot arbitrarily increase the number of basis function since the compressive sensing algorithm will fail if $N$ is too large given fixed number of samples. In this paper, we keep the number of basis $M$ to be larger than $0.4N$.

4.2. Inference of parameters in the model

In this section, we investigate the parameter inference for the polymer melt systems and the non-isothermal liquid water system. For polymer melt system, we first study a system with only 3 varying force parameters (we fix the other 3 model parameters) using three target properties. Then we study a system with 6 varying model parameters using 6 to 12 target
properties. For non-isothermal liquid water system, we infer the 4 model parameters using 6 target properties. For reading clarity, we summarize the setups of the mesoscopic systems at the beginning of each section.

4.2.1. 3D polymer melt model

The setup of 3D polymer melt model is summarized as follows:

- **Mesoscopic system:** polymer melt model defined by Eq. (2.2) and Eq. (2.8) with number density $n = 3.0$, $N_b = 4$ and $k_B T = 1.0$.
- **Target properties for parameter inference:** zero-shear-rate viscosity ($\eta$), the average value of radius of gyration ($R_g$), and the pressure ($P$) with values specified by Eq. (4.5).
- **Model parameters of uncertainty:** $\alpha(\xi_1)$, $k_s(\xi_5)$ and $r_{\max}(\xi_6)$ with parameter confidence ranges specified by Eq. (4.3).

Similar to the shear viscosity of the polymer melt system discussed in Section 4.1, we can use the OMP method to construct the response surfaces of various properties of the systems, from which we are able to infer the different force parameters of the mesoscopic model. As a simple demonstration, we consider a polymer melt system with $N_b = 4$, $n = 3.0$ by fixing $(\gamma, k, r_c) = (8.0, 0.25, 1.1)$ while the parameter space $(a, k_s, r_{\max})$ is defined by

\[
\begin{align*}
\alpha(\xi_1) &= 25.0 + \sigma_a \xi_1, \\
k_s(\xi_5) &= 60.0 + \sigma_k \xi_5, \\
r_{\max}(\xi_6) &= 0.8 + \sigma_{r_{\max}} \xi_6,
\end{align*}
\]

(4.3)

where $(\sigma_a, \sigma_k, \sigma_{r_{\max}}) = (15.0, 30.0, 0.2)$ and $\xi = (\xi_1, \xi_5, \xi_6)$ are i.i.d. uniform random variables on $[-1, 1]$. In this test we construct a sixth-order gPC expansion with Legendre polynomials as the surrogate model based on 54 samples of DPD simulations.

For the system defined above, we target three bulk properties: the zero-shear-rate viscosity ($\eta$), the average value of radius of gyration ($R_g$), and the pressure ($P$). Here $R_g$ of an individual polymer is defined by

\[
R_g^2 = \frac{\sum_{i=1}^{Nb} (r_i - r_c)^2}{Nb}
\]

(4.4)

where $r_i$ and $r_c$ represent the position of individual bead $i$ and the center of mass, respectively.

Given the (approximated) response surface of $\eta$, $P$ and $R_g$, we aim to infer the parameter $(a, k_s, r_{\max})$ with the three desirable target properties

\[
P^t = (\eta, R_g, P) = (4.457, 0.09862, 15.54).
\]

(4.5)

In order to infer $a$, $k_s$, $r_{\max}$, we follow the framework in [30] and employ the Bayesian theorem. In this case, $\theta = (a, k_s, r_{\max})$ and we denote $(G_1, G_2, G_3) = (\eta, R_g, P)$ as in [30]. The desirable $P^t$ can be written as

\[
G_m = \{G_m^k\}_{k=1}^3, \quad m = 1, 2, 3.
\]

(4.6)

where $G_m^k$ represents the $k$-th replica for the $m$-th target property. A direct Bayesian framework is employed to infer the posterior probability density:

\[
\pi(\theta|G_m^3) \propto L(G_m^3|\theta)q(\theta),
\]

(4.7)

where $L$ is the likelihood and $q$ is the prior. Due to the linear relation between $\theta$ and $\xi$ in Eq. (4.3), we can equivalently consider the following posterior:

\[
\pi(\xi|G_m^3) \propto L(G_m^3|\xi)q(\xi).
\]

(4.8)

We employ the same posterior as in [30]:

\[
\pi(\xi, \sigma^2|G_m^3) \propto \prod_{m=1}^3 \prod_{k=1}^K \exp \left( \frac{[G_m^k - \tilde{X}_m(\xi)]^2}{2\sigma_m^2} \right) q(\sigma_m^2),
\]

(4.9)

where $\tilde{X}_m(\xi)$ is the value of the surrogate model at $\xi$ for the $m$-th observable, i.e., we use the truncated polynomials to approximate observable $X_m$ (see Eq. (3.3)) and $\sigma_m^2$ are hyperparameters given a Jeffreys prior of the form

\[
q(\sigma_m^2) = \frac{1}{\sigma_m^2}, \quad m = 1, 2, 3.
\]

(4.10)
We use the Metropolis–Hasting Markov chain Monte Carlo (MCMC) method to sample the posterior probability density Eq. (4.9) by running 10^5 steps and setting burn in period as 50,000. The posterior distribution is estimated by kernel smoothing function in MATLAB. The results are presented in Fig. 9. In this case, due to the property of the model and the selection of the macroscopic observables, all three PDFs are single modal. Thus, these parameters can be selected by the maximum a posteriori estimation probability (MAP) estimate based on the inferred PDFs. The set \( \theta \) we select is listed in Table 2. The DPD simulation results \( P_{\text{DPD}} \) and the relative errors based on this selected \( \theta \) are listed in Table 3. It is clear that with the inferred parameters, the relative error for each target property is \( O(1\%) \) or smaller, which implies that our selection of \( \theta \) is good. We also tested the above system with other sets of target property values. By using the inferred parameters, the present mesoscopic model yields consistent results with the prescribed target property values.

**Remark 4.2.** There are different approaches to infer the model parameters and here we employ a simple and direct one in our demonstration since we focus on how to construct the surrogate model fast. More sophisticated methods, e.g., adaptive MCMC [75], DRAM [76], TMCMC [77,78] can be applied once the surrogate models are constructed and the desirable properties are given.

### 4.2.2. 6D polymer model

The setup of the 6D polymer model is summarized as follows:

- **Mesoscopic system:** polymer melt model defined by Eq. (2.2) and Eq. (2.8) with number density \( n = 3.0 \), \( N_0 = 5 \) and \( k_B T = 1.0 \).
- **Target properties for parameter inference:** viscosity at shear-rate 0.06, 0.07, 0.08 (\( \eta_{0.06}, \eta_{0.07}, \eta_{0.08} \)), diffusivity (\( D \)), average of radius of gyration (\( R_g \)) and pressure (\( P \)) with values specified by Eq. (4.13).
- **Inferred model parameters:** \( a(\xi_1), \gamma(\xi_2), k(\xi_3), r_c(\xi_4), k_s(\xi_5) \) and \( r_{\text{max}}(\xi_6) \) with parameter confidence range specified by Eq. (4.11).

We study the full polymer melt system with 6 parameters discussed in Section 4.1 with \( N_0 = 5, n = 3.0 \) and \( k_B T = 1.0 \), given the parameter space \( (a, \gamma, k, r_c, k_s, r_{\text{max}}) \) defined by

\[
\begin{align*}
  a(\xi_1) &= 25.0 + \sigma_a \xi_1, \\
  \gamma(\xi_2) &= 8.0 + \sigma_\gamma \xi_2, \\
  k(\xi_3) &= 0.25 + \sigma_k \xi_3, \\
  r_c(\xi_4) &= 1.35 + \sigma_r \xi_4, \\
  k_s(\xi_5) &= 50.0 + \sigma_{k_s} \xi_5, \\
  r_{\text{max}}(\xi_6) &= 0.85 + \sigma_{r_{\text{max}}} \xi_6.
\end{align*}
\]  

\[(4.11)\]
where \((\sigma_0, \sigma_y, \sigma_v, \sigma_k,\sigma_{r_{\text{max}}}) = (15.0, 4.0, 0.1, 0.05, 30.0, 0.25)\) and \(\xi = (\xi_1, \xi_2, ..., \xi_6)\) are \(i.i.d.\) uniform random variables on \([-1,1]\). We aim to infer all 6 parameters in the DPD model given a sufficient number of macroscopic observable properties. More precisely, we set \(\theta = (a, \gamma, k, r_c, k_s, r_{\text{max}})\) and target the following 6 properties: viscosity at shear-rate \(0.06, 0.07, 0.08\) \((\eta_{0.06}, \eta_{0.07}, \eta_{0.08})\), diffusivity \((D)\), average of radius of gyration \((R_g)\) and pressure \((P)\).

In this test we construct a surrogate model with up to third-order Legendre polynomials as well as 46 fourth-order Legendre polynomials based on 110 samples of DPD simulations. We denote \(P^f = (G_1, G_2, G_3, G_4, G_5, G_6) = (\eta_{0.06}, \eta_{0.07}, \eta_{0.08}, D, R_g, P)\), and similar to Eq. (4.6) the replicas of the properties are written as

\[
G_m = [G_m^k]^3_{k=1}, \quad m = 1, 2, 3, 4, 5, 6.
\]

Then we employ Eq. (4.9) again by changing the upper range of \(m\) to 6 since we have 6 properties. We set the desirable target property as

\[
P^t = (29.12, 27.96, 26.88, 0.003563, 0.1726, 73.69).
\]

Fig. 10 presents the inference results for \(\xi_1, \xi_4, \xi_5, \xi_6\) (i.e., \(a, r_c, k_s, r_{\text{max}}\)). We can see that these 4 parameters can be inferred by MAP. However, for \(\xi_2\) and \(\xi_3\) (i.e., \(\gamma\) and \(k\)) we obtain bi-modal PDFs. Hence, we plot MCMC samples of \((\gamma, k)\) in Fig. 11 to investigate the correlation between these two parameters. This plot reveals a strong correlation between \(\gamma\) and \(k\). We also plot similar graphs to investigate possible correlations between other pairs of parameters (not presented here) but we do not observe such correlations.

Therefore, in order to verify the inference results, we select two parameter sets for test (see Table 4). The locations of \((\gamma, k)\) are presented in Fig. 11 with square points. Notice that here we fixed \(a, r_c, k_s, r_{\text{max}}\) and select two different sets of \((\gamma, k)\) according to Fig. 11. We obtain two sets of target properties from the DPD simulation as presented in Table 5.

**Table 4**

<table>
<thead>
<tr>
<th>(\theta^1)</th>
<th>(\theta^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>(0.138)</td>
</tr>
<tr>
<td>(r_c)</td>
<td>(0.392)</td>
</tr>
<tr>
<td>(k_s)</td>
<td></td>
</tr>
<tr>
<td>(r_{\text{max}})</td>
<td>(0.9575)</td>
</tr>
</tbody>
</table>

![Fig. 10. PDFs of \(a\), \(r_c\), \(k_s\), and \(r_{\text{max}}\) by Bayesian inference.](image-url)
The relative error of each target property is also listed. We observe that the relative error is $O(1\%)$ or smaller, hence, the selections of both parameter sets are good. This implies that in our DPD model we only need to keep $\gamma$ or $k$ and use the correlation revealed in Fig. 11 to set the other parameter. Thus, we achieve a model reduction by decreasing the degree of freedom of the model by one. In other words, the Bayesian inference result implies that, in this polymer melt system, we only need five parameters in our DPD model to capture the 6 target properties we need.

Remark 4.3. In Table 5, we notice that the relative errors of different bulk properties varies. For example, the error of the pressure is smaller than other bulk properties. This is because: (1) the thermal noise has very little impact on the pressure; (2) the surrogate model for the pressure is more accurate than other properties due to the sparsity of its gPC coefficients; (3) the pressure is less sensitive with respect to the parameters within the range of inferred parameter values.

The Bayesian inference results indicate that there exists certain parametric redundancy we were not aware of when constructing the mesoscopic model for the polymer melt system in Section 2. In order to validate this hypothesis, we further investigate the other dynamic properties of the polymer melt system with two different parameter sets $\theta^1$ and $\theta^2$ in Table 4. The various dynamic properties of the polymer melt system are shown in Fig. 12. First, we compute the full shear rate dependent viscosity following the method explained in Section 2.4. The two response curves show good agreement within the whole shear rate regime. Next, we consider the bulk diffusivity by computing the mean square displacement of the individual DPD bead as well as the center of mass of individual polymer. Again the two parameter sets generate consistent results. Moreover, we consider the relaxation time of individual polymer determined by the time correlation of the end-to-end vector of individual polymers, e.g., $(R(0)R(t))$, where $R(t)$ represent the instantaneous end-to-end vector of an individual polymer under equilibrium state. The simulation results agree well with each other. Finally, we consider the relaxation process of the polymer melt system computed independently from a periodic opposite pressure driven flow as sketched in Fig. 2. The initial state is obtained by applying equal but opposite body force $g = 0.2$ on individual DPD particles. At $t = 0$, we remove the body force and compute the evolution of individual polymer using $(R(0)R(t))$. Fig. 12 validates that the two parameter sets result in the same simulation results. We have also conducted the above study for other parameter sets, generating similar consistent results. Taken together, all these results demonstrate that there exists parameter degeneracy in the mesoscopic model of the polymer melt system, which may not be easily identified in a straightforward way. Therefore, the present model can be further simplified by eliminating parameter redundancies according to the correlation function identified from the above analysis.

Moreover, we emphasize that the parameter degeneracy identified in the present system further depends on target properties and parameter confidence range we aim to recover. For instance, if we assume that the mesoscopic force field
Fig. 12. The shear viscosity, mean square displacement both individual DPD bead and center of mass of polymer (MSD), bulk relaxation time and relaxation time from reverse Poiseuille flow for the polymer melt systems with the parameter set $\theta^1$ and $\theta^2$ in Table 4.

of the polymer melt system weakly depends on the polymer number density (e.g., many-body effect is weak, see [11] for details discussion) and infer the model parameters by targeting properties $P^t$ following Eq. (4.13) for number density $n = 3$ and $n = 5$ simultaneously, we are able to infer parameter $(\xi_2, \xi_3)$ with unique set of values, as shown in Fig. 13. However, this result is not unexpected since the spirit of coarse-graining is to utilize a simple formulation to recover less number of target properties. The more properties we target, the more parameters we need to incorporate into the mesoscopic model.

In practice, we need to calibrate the model parameter and the formulation within specific parameter confidence range.

Remark 4.4. Based on the framework presented in this paper, we may obtain several sets of parameters that are able to capture the target properties. This is not only because there may be correlations between the parameters as studied in the 6D polymer melt system, but it may also be because there are indeed several sets of suitable parameter with no correlation between them given a wide parameter confidence range. Therefore, it is possible with a different approach to obtain the posterior in the Bayesian inference, we may obtain different sets of parameters. Hence, we can introduce more target properties to select the optimal parameter, or tune the parameter confidence range according to empirical values.

4.2.3. eDPD model

The setup of the eDPD model is summarized as below:

- **Mesoscopic system**: non-isothermal liquid water system defined by Eq. (2.4), Eq. (2.5), Eq. (2.6) and Eq. (2.7) with reduced temperature $T = 0.91$ to 1.2433, $n = 4.0$, $a_{ij} = 75k_B T/n$, $\gamma = 4.5$, $r_c = 1.58$.
- **Target properties for parameter inference**: temperature dependent viscosity $\eta_{0.91}, \eta_{1.1}, \eta_{1.2433}$ and diffusivity $D_{0.91}, D_{1.1}, D_{1.2433}$ with values specified by Eq. (4.15).
Fig. 13. Parameters $\gamma$ and $k$ inferred from simulation results of polymer melts with density 3.0 (black dots) and 5.0 (red dots), respectively. When multiple density regimes are considered, parameter degeneracy is eliminated. The location of the star symbol is $\gamma = 5.11, k = 0.171$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Inferred parameters $\theta$ for the liquid water.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>4.32</td>
</tr>
</tbody>
</table>

- **Inferred model parameters:** Coefficients $C_1, C_2, C_3, C_4$ with parameter confidence range specified by Eq. (4.14).

In this section we study the eDPD model for water with $s(T)$ given in Eq. (2.13). The model coefficients $C_i$ are set as

$$
C_1(\xi_1) = 3.8 + \sigma C_1 \xi_1, \quad C_2(\xi_2) = 0 + \sigma C_2 \xi_2, \\
C_3(\xi_3) = 0 + \sigma C_3 \xi_3, \quad C_4(\xi_4) = 0 + \sigma C_4 \xi_4.
$$

(4.14)

where $(\sigma C_1, \sigma C_2, \sigma C_3, \sigma C_4) = (0.58, 1.65, 3.0, 3.0)$, and $\xi = (\xi_1, \xi_2, \xi_3, \xi_4)$ are i.i.d. uniform random variables distributed on $[-1, 1]$. Therefore in this problem, we set $\theta = (C_1, C_2, C_3, C_4)$. We use a 4th-order gPC (70 basis functions) expansion to construct the surrogate model based on 50 samples of eDPD simulations. We aim to infer four parameters in the eDPD model given the experiment data of diffusivity ($D$) and viscosity ($\eta$) of liquid water at temperature 273 K, 330 K, 373 K, i.e., $T = (0.91, 1.1, 1.2433)$, hence to capture the change of $D$ and $\eta$ as the temperature varies from 273 K to 373 K. Notice that $T, D, \eta$ are normalized by the corresponding value at temperature $T^* = 300$ K (see Section 2.5). Therefore, in this case, $P^* = (G_1, G_2, G_3, G_4, G_5, G_6) = (\eta_{0.91}, \eta_{1.1}, \eta_{1.2433}, D_{0.91}, D_{1.1}, D_{1.2433})$, and the target property is

$$
P^* = (2.040662, 0.579343, 0.339655, 0.45671866233, 3.601906),
$$

(4.15)

which are experimental data [72,71]. Fig. 14 presents the inference results for $C_i$ and each of them can be estimated by MAP method. In this case, we do not observe the correlation between parameters by examining the MCMC sampling points of pairwise parameters (not presented here). This is because different parameter corresponds to different order of monomial in the expression of $s(T)$, and each of them affect the quantity of interest independently. The set $\theta$ we select is listed in Table 6. The comparisons of eDPD simulation with the experiment are presented in Fig. 15. The eDPD simulation results match the experiment quite well. Especially, the relative error of the viscosity is less than 2% at each temperature. The estimate of the diffusivity is also very accurate for 273 K $\leq T \cdot T^*$ $\leq 360$ K, and the error grows slightly to around 5% as $T \cdot T^*$ approaches 373 K. These results demonstrate that with the present formulation we have improved the results in [16] by introducing an advanced model for $s(T)$ and implementing the systematic approach to identify the parameters in the system.

5. Summary and discussion

In this work, we employ the gPC and compressive sensing method to build accurate surrogate model efficiently for mesoscopic polymer melt systems and non-isothermal liquid water. We target various dynamic or thermal properties and show that the numerical error of the gPC expansions computed by the present method is comparable with (smaller than in some cases) the sparse grid method. Moreover, different from the sparse grid method, the present method enables us to incorporate new simulation data with no restriction on the number of new samples, which is an advantage especially
Fig. 14. PDFs of $C_i$, $i = 1, 2, 3, 4$ by Bayesian inference.

Fig. 15. Comparison of temperature dependent (a) diffusivity and (b) viscosity ranging from 273 K to 373 K between the experimental data of liquid water and the results of eDPD simulations. Both the diffusivity and viscosity are scaled by their value at 300 K.

for mesoscopic modeling and simulation, since in practice, the simulations are very costly and may not be available at the specific sampling points in random parameter space. On the other hand, compared with the Monte Carlo method, the present method shows much faster convergence rate (e.g., see [41,43]) validating its high efficiency in exploiting information from limited data. These results demonstrate that the present method is well suited for studying uncertainty quantification for mesoscopic models, in particular for those with relatively high dimensional random parameter space, where only a limited number of simulations can be afforded.

Accurately recovering the gPC coefficients of the target properties over the random parameter space enables us to calibrate the model parameters with respect to the observed target property values (e.g., shear-rate viscosity, temperature-dependent viscosity and diffusivity, etc.). While a simple dumbbell FENE model is considered in the current study for
demonstration purposes, the present method can be readily extended to more complex polymer melts and other soft matter models. For example, as shown in Ref. [79], we may further incorporate the more general pressure tensor by further introducing model variables such as tangential friction. For models with high dimensional random parameter space, the present work also provides a framework for model optimization/reduction through identification of all possible parameter degeneracies. We note that the dual effects from multiple parameters on target properties of the mesoscopic models may not be easily identified on the basis of pure theoretical modeling concepts. Systematic analysis on the intrinsic relationship between those parameters relies on the full and accurate access to the response surface of the targeted properties obtained from the present study.

Finally, we emphasize that several factors not considered in the present work may further affect the performance of the proposed method. First, we note that the present method relies on a priori assumption that the solution (gPC coefficients) is “sparse” in the gPC basis; otherwise, we may not be able to obtain accurate results by means of compressive sensing. However, this condition, in practice, is usually not that strong for most mesoscopic model systems. Given a system governed by a regular Hamiltonian formulation, the physical properties can usually be well approximated by low orders of polynomial function over parameter space. Second, we emphasize that the inferred parameter set for the mesoscopic model in the present work is associated with the specific target properties we aim to recover. In the 6D polymer melt system in Sec. 4.2.2, we show that the parameter degeneracy identified from the 6 target properties also applies to other dynamic properties. However, the general applicability of the inferred parameter set and transferability to other properties remains open question. Essentially, the present framework enables to parameterize the free energy space of mesoscopic model, on the other hand, extension to other properties further depends on the compatibility of the free energy space with those properties. For example, to capture polydispersity and entanglement effects of long polymer chains, we need to start with some mesoscopic model where those structural properties can be (partially) characterized such that the present method can further facilitate finding the optimized model parameters. Third, we consider systems with small thermal noise in this paper. For systems with large thermal noise, we may need to adopt an appropriate method to separate model parameter induced uncertainty from the intrinsic thermal fluctuation, e.g., see Ref. [74]. Finally, we note that the present work cannot be directly applied to study systems with parameter confidence range across the phase transition regime. Special treatment is needed to take care of the abrupt discontinuity near the phase transition regime. Remarkably, the present method can still be applied if we are only interested in those properties which do not undergo drastic changes across the phase transition, e.g., morphological state under Rouse reptation transition for polymer melt system.  
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Appendix

We provide a toy model further help readers to understand the procedure in Algorithms 1 and 2. Assume that we have a polymer model \( f(\xi_1, \xi_2) \) relying on two i.i.d. uniform random variables \( \xi_1 \) and \( \xi_2 \) with \( \xi_1, \xi_2 \sim U[-1, 1] \). Here \( f \) takes the following form:

\[
f(\xi_1, \xi_2) = \frac{20 - 3\sqrt{5}}{20} + \frac{7\sqrt{3}}{10} \xi_1 + \frac{3\sqrt{5}}{8} \xi_1^2 + \frac{3}{50} \xi_1 \xi_2 + \frac{3\sqrt{5}}{40} \xi_2^2 + \phi,
\]

where \( \phi \sim \mathcal{N}(0, 0.001) \) is a Gaussian random variable representing the intrinsic noise. We now go through all the steps of Algorithms 1 and 2 to demonstrate how they work. Since we will use Legendre polynomial expansion to approximate \( f \), we first construct the two-dimensional normalized Legendre polynomial defined on \([-1, 1] \times [-1, 1]\) based on the one-dimensional normalized Legendre polynomials defined on \([-1, 1]\) using tensor product rule. The one-dimensional normalized Legendre polynomials up to second order are: 1, \( \sqrt{3}x \), \( 2\sqrt{5}(3x^2 - 1) \), and the two-dimensional Legendre polynomials are:

\[
\psi_1(x_1, x_2) = 1, \quad \psi_2(x_1, x_2) = \sqrt{3}x_1, \quad \psi_3(x_1, x_2) = \sqrt{3}x_2,
\]

\[
\psi_4(x_1, x_2) = \frac{\sqrt{5}}{2}(3x_1^2 - 1), \quad \psi_5(x_1, x_2) = 3x_1x_2, \quad \psi_6(x_1, x_2) = \frac{\sqrt{5}}{2}(3x_2^2 - 1).
\]

Hence, the simple polymer model can be represented as:

---

1 We thank the anonymous referees for bringing up these good points.
Finally, we use $c^5$ to approximate the coefficients $c$ in the polymer model $f$.

The coefficients vector is $e = (1.0, 0.7, 0.05, 0.25, 0.01, 0.05)$. We will show step by step how Algorithms 1 and 2 approximate $e$ based on the output of Monte Carlo simulations.

**Steps 1 and 2:** Run Monte Carlo simulation to obtain the output of the polymer model. We generate five input samples of $\xi = (\xi_1, \xi_2)$ and five samples of $f$, then we can compute the five samples of $f$. We note that for realistic problems, Monte Carlo simulation consists of only two parts: 1) generating input samples of $\xi$; 2) evaluating $f$ with samples of $\xi$. Table 7 lists input samples $\xi^1, \xi^2, \cdots, \xi^5$ and corresponding output samples $f^1, f^2, \cdots, f^5$.

**Step 3:** We construct the "measurement matrix" $\Psi$ by evaluating two-dimensional Legendre polynomial $\psi_i$, $i = 1, \cdots, 6$ at the samples of $\xi$. More precisely, $\Psi_{ij} = \psi_j(\xi^i)$, where $i = 1, 2, \cdots, 5$ and $j = 1, 2, \cdots, 6$. Hence, we obtain the following linear system:

\[
\begin{pmatrix}
1.0000 & 0.0447 & -0.1369 & -1.1158 & -0.0061 & -1.0971 \\
1.0000 & -0.5182 & -1.4028 & -0.8178 & 0.7270 & 1.0821 \\
1.0000 & -0.2298 & 0.7248 & -1.0590 & -0.1665 & -0.5307 \\
1.0000 & -1.3303 & -1.4616 & 0.8606 & 1.9443 & 1.2703 \\
1.0000 & -0.4529 & -1.1615 & -0.8887 & 0.7317 & 1.8001
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5
\end{pmatrix} =
\begin{pmatrix}
0.6905 \\
0.4235 \\
0.5822 \\
0.2942 \\
0.4780
\end{pmatrix} + \epsilon. \tag{6.4}
\]

**Step 4:** In the demonstration we choose a threshold $\delta = 0.05$. In practice, it is estimated by cross-validation and details can be found in [41].

**Step 5:** Solve the $\ell_0$ minimization by using Algorithm 1. The step by step details are as follows:

1. $k = 0$, $c^0 = (0, 0, 0, 0, 0, 0)$, $r^0 = (0.6905, 0.4235, 0.5822, 0.2942, 0.4780)^T$, $S^0 = \emptyset$. Then $e$ in Algorithms 1 are: $(\epsilon(1), \epsilon(2), \epsilon(3), \epsilon(4), \epsilon(5), \epsilon(6)) = (0.0916, 0.9337, 1.0130, 0.5154, 1.0488, 1.2580)$. Hence, we select $j_0 = 1$ and $S^1 = S^0 \cup \{1\} = \{1\}$, $r^1 = (0.1969, -0.0702, 0.0886, -0.1995, -0.0157)^T$. Here $\|r^1\|_2 = 0.3026$ which is larger than the threshold $\delta$, so we need to continue expanding $S$.

2. $k = 1$, $c^1 = (0.4937, 0, 0, 0, 0, 0)$, $r^1 = (0.1969, -0.0702, 0.0886, -0.1995, -0.0157)^T$, $S^1 = \{1\}$. Then $e$ in Algorithms 1 are: $(\epsilon(2), \epsilon(3), \epsilon(4), \epsilon(5), \epsilon(6)) = (0.0531, 0.0633, 0.0541, 0.0469, 0.0403)$. Hence, we select $j_0 = 6$, and $S^2 = S^1 \cup \{6\} = \{1, 6\}$. Then, we compute the minimizer of $\|\Psi c - b\|_2^2$ subject to $\text{Support}(e) = S^2 = \{1, 6\}$. The result is $c^2 = (0.5439, 0, 0, 0, 0, 0.0995)$ and the residual $r^2 = (-0.0374, 0.0128, 0.0145, 0.1233, -0.1132)$. Since $\|r^2\|_2$ is still larger than the threshold $\delta$, we continue expanding $S$.

3. After five similar steps, we obtain $S^5 = \{1, 2, 3, 4, 6\}$, $c^5 = (1.0120, 0.7045, 0.0477, 0.2598, 0.0.0516)$ and $\|r^5\|_2 < \delta$, hence we can stop.

Finally, we use $c^5$ to approximate the coefficients $c$ in the polymer model $f$.
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