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Abstract

Starting with the asymptotic expansion of the error equation of the shifted Grünwald–Letnikov formula, we derive a new modified weighted shifted Grünwald–Letnikov (WSGL) formula by introducing appropriate correction terms. We then apply one special case of the modified WSGL formula to solve multi-term fractional ordinary and partial differential equations, and we prove the linear stability and second-order convergence for both smooth and non-smooth solutions when the regularity of the solutions is known. We show theoretically and numerically that numerical solutions with good accuracy can be obtained with only a few correction terms. Moreover, the correction terms can be tuned according to the fractional derivative orders without explicitly knowing the analytical solutions. Numerical simulations verify the theoretical results and demonstrate that the new WSGL formula leads to better performance compared to other known numerical approximations with similar resolution.
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1. Introduction

Multi-term fractional differential equations (FDEs) are motivated by their flexibility to describe complex multi-rate physical processes, see [1–4]. The aim of this work is to provide an effective numerical method to solve multi-term FDEs with end-point singularity, where more than one fractional differential operator is involved, with high-order accuracy for both smooth and non-smooth solutions. The present method can be applied to solve the single-term and the distributed time-fractional differential equations, but also the space-fractional differential equations.

Up to now, there have been many numerical methods for solving FDEs, which can be broadly divided into two classes.
(a) **FDEs with smooth solutions**: The majority of numerical methods have been developed for single-term FDEs with smooth solutions, in which the fractional derivative operators in these equations are discretized by the (shifted) Grünwald–Letnikov (GL) formula [4–7], the L1 method and its modification [8, 9], the weighted shifted Grünwald–Letnikov (WSGL) formulas [10, 11, 55], the (weighted) fractional central difference methods [12–15], the fractional linear multi-step methods [16–22], the spectral approximations [23–25], and so on [26–29, 56]. Some of these methods have been extended to solve multi-term FDEs with smooth solutions, such as the L1 method in time with spatial discretization by the finite difference method (see [30, 31]) and finite element method (see [32]), the predictor-corrector method in time with finite difference methods in space [30, 33], and some others [34, 35], just to name a few.

(b) **FDEs with non-smooth solutions**: Generally speaking, the analytical solutions to FDEs are not smooth in real applications. For example, even for smooth inputs, the solutions to FDEs usually have a weak singularity at the boundary, see [1, 3, 36–39]. Therefore, the aforementioned numerical methods will produce numerical solutions of low accuracy when applied to solve these FDEs. In order to derive numerical schemes of uniformly high-order convergence for FDEs with non-smooth solutions, several approaches have been proposed:

(b1) Use nonuniform/refined grids in the discretization of the fractional operators, see [9, 28, 40, 41]. With a geometrically graded mesh, one can adaptively resolve a weak singularity at the endpoint.

(b2) Separate the solution $U$ of the considered FDE into two parts of $U^{(1)}$ and $U^{(2)}$, satisfying $U = U^{(1)} + U^{(2)}$ (see [17, 19, 21]). Then, a numerical scheme is designed such that high accuracy is obtained for both $U = U^{(1)}$ and $U = U^{(2)}$.

(b3) Use a non-polynomial (or singular) basis function to capture the singularity of the solutions to FDEs (see [23, 24, 27, 36, 37, 42–44], and [39]), such that a high-order scheme is effective.

We note that these numerical methods may impose some unreasonable restrictions on the solutions of FDEs such that high accuracy can be derived. For example, the L1 method [8] and the interpolation method [1, 29] require that the solution of the considered FDE is sufficiently smooth such that the expected accuracy can be realized, but as we already stated solutions of FDEs are usually not smooth, see [1]. The second-order WSGL formula [10, 11] requires that the solution and its first (and/or second) derivative have vanishing values at the boundary; see also the corresponding works in [6, 12–15, 20, 26, 45]. Consequently, the convergence rate of these methods can be low even if the solutions are sufficiently smooth. In particular, we show numerically that the second-order WSGL formula in [10, 11] does not exhibit global second-order accuracy for smooth solutions; see numerical results in Table 11. The theoretical explanation can be found in Section 2.

To remove these unreasonable restrictions imposed on the solutions of FDEs, we will adopt the approach (b2) to solve time-fractional differential equations with smooth and non-smooth solutions. We note that the analytical solutions of FODEs and time-fractional differential equations usually have the form

$$U(t) = U^{(1)}(t) + U^{(2)}(t), \ U^{(1)}(t) = \sum_{r=0}^{m} c_m t^{\sigma r}, \ U^{(2)}(t) = c_{m+1} t^{\sigma m+1} + u(t) t^{\sigma m+2}, \ (1)$$
where \( u(t) \) is a uniformly continuous function over the interval \([0, T]\), \( T > 0 \) and \( 0 \leq \sigma_r < \sigma_{r+1}, \ r = 1, 2, \ldots, m \) and \( m \) is a positive integer, see [1–3, 16, 40, 46–48]. Moreover, \( \sigma_1, \ldots, \sigma_m \) are explicitly known, see [1, 46]. The WSGL formula in [10, 11] is indeed of second-order convergence for \( U^{(2)}(t) \) when \( \sigma_{m+1} \geq 2 + \alpha \) (\( \alpha \) is the fractional order) while it converges slowly for \( U^{(1)}(t) \). This observation motivated us to apply the the idea of [17] in (b2) to obtain desired high accuracy schemes. Specifically, we introduce some corrections terms into the WSGL formula so that the resulting modified WSGL formula is exact or highly accurate for \( U^{(1)}(t) \) while the second-order convergence for \( U^{(2)}(t) \) is maintained.

According to [17], the correction terms are found using the so-called starting weights and values to make the resulting formula exact for low regularity terms \( t^r (1 \leq r \leq m) \) in \( U \) (see (1)). We need to solve a linear system to obtain the starting weights, whose coefficient matrix is an ill-conditioned exponential Vandermonde matrix. It has been pointed out in [49] that the accuracy in solving the corresponding weights “may have serious adverse effects for the entire scheme” when \( m \) is large. However, it is shown in [17, 49] that the accuracy of Lubich’s correction approach depends on the residual of the linear system for obtaining the starting weights, which was discussed in detail in [49].

Although Lubich’s method is not new, the algorithms we develop in the current paper make the method very effective in using it in practical computations. The main contributions of this paper are listed below.

- Due to the small coefficient (see \( S^m_m \) in (14)) caused by the correction terms in the error equation of the WSGL formula, the number of correction terms can be small and hence good accuracy can be still obtained for single and multi-term FDEs with smooth and non-smooth inputs, which makes Lubich’s correction method more practical in real applications.

- We present the detailed error bound for the WSGL formula with and without correction terms under weaker conditions, see Lemmas 2.1 and 2.2. One of WSGL formulas is reduced to the second-order generalized Newton–Gregory formula in Lubich’s work in [17], while we obtained a better upper bound of the error estimate than that in [17].

To justify our new finding, we carefully checked the condition number and the residue of the linear system for deriving the starting weights, and the results are shown in Tables 1 and 2.

We show that several correction terms (less than ten) significantly improve accuracy, regardless of the regularity of the analytical solution. Since we are using a few corrections terms, the condition number of the exponential Vandermonde matrix is not too large and thus the linear system to derive the starting weights can be solved accurately with double precision. Moreover, even if the regularity indices \( \sigma_r \) (see (1)) are unknown and the “correction terms” do not match the singularity of the analytical solutions to considered FDEs, we can still obtain satisfactory accuracy, see Example 2.1 and numerical results in Section 5.

We organize the paper as follows. In Section 2, we obtain the asymptotic error equation of the shifted GL formula that leads to the second-order WSGL formula under mild conditions. We then show that the WSGL formula with correction terms can lead to better accuracy. In Section 3, we apply one special case of the second-order WSGL formula with correction terms to multi-term FODEs and present the stability and convergence theory. We further extend the second-order WSGL formula with correction terms in Section 4 to the time discretization of the multi-term time-fractional diffusion-wave equation together with the spectral element method for spatial discretization. Numerical results for smooth and non-smooth solutions are included in
Section 5. All the proofs of our lemmas and theorems are presented in Section 6 before the conclusion in the last section. In the Appendix we include some computational details, additional proofs, and also more numerical results.

2. Finite difference approximations for fractional derivatives

In this section, we examine the asymptotic behavior of the error equation of the shifted GL formula, which leads to the error estimate of the WSGL formula in [10]. Following Lubich’s approach in [17], we then introduce correction terms to recover the global second-order accuracy of the WSGL formula and obtain an error bound.

We first introduce definitions of fractional integrals and derivatives. The $\alpha$th-order Caputo derivative operator is defined (see [4])

$$cD_{0,t}^\alpha U(t) = D_{0,t}^{-(n-\alpha)} [D^n U(t)] = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-s)^{n-\alpha-1} \frac{d^n}{ds^n} U(s) \, ds,$$

where $n-1 < \alpha \leq n$, $n$ is a positive integer. The fractional integral $D_{0,t}^{-\gamma}$ is given by

$$D_{0,t}^{-\gamma} U(t) = RL D_{0,t}^{-\gamma} U(t) = \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} U(s) \, ds, \quad \gamma > 0.$$  

The Riemann–Liouville fractional derivative operator is defined by

$$RL D_{0,t}^{\beta} U(t) = \frac{d^n}{dt^n} \left[ D_{0,t}^{-(n-\beta)} U(t) \right] = \frac{1}{\Gamma(n-\beta)} \frac{d^n}{dt^n} \int_0^t (t-s)^{n-\beta-1} U(s) \, ds,$$

where $n-1 \leq \beta \leq n$ and $n$ is a positive integer.

For $0 < \beta < 1$ and a uniformly continuous function $U(t)$, we have the following relation

$$cD_{0,t}^{\beta} U(t) = RL D_{0,t}^{\beta} (U(t) - U(0)).$$  

Let $\tau > 0$ be a time stepsize and $n_T$ be a positive integer with $\tau = T/n_T$ and $t_n = n\tau (0 \leq n \leq n_T)$. The shifted GL formula (with $q$ shifts) reads (see [7]):

$$B_q^{\alpha,n} U = \frac{1}{\tau^\alpha} \sum_{k=0}^{n+q} \omega_k^{(\alpha)} U(t_{n-k+q}) = \frac{1}{\tau^\alpha} \sum_{k=0}^{n+q} \omega_k^{(\alpha)} U^{n-k+q},$$  

where $\omega_k^{(\alpha)} = (-1)^k \binom{\alpha}{k}$. We have the following error estimate for the formula (6), the proof of which can be found in Section 6.

Lemma 2.1 (Error of the shifted GL formula (6)). Let $U(t) = t^\sigma$ ($\sigma \geq 0$) and $\alpha$ be a real number. Then

$$[RL D_{0,t}^\alpha U(t)]_{t=t_n} = B_q^{\alpha,n} U - \tau \left( q - \frac{\alpha}{2} \right) \frac{\Gamma(\sigma+1)}{\Gamma(\sigma-\alpha)} \sigma^{-1-\alpha} + \tau^2 R_{n,\alpha,\sigma},$$  

where $B_q^{\alpha,n}$ is defined by (6), $n \geq |q|$, $q$ is an integer, and $R_{n,\alpha,\sigma}$ is bounded by

$$|R_{n,\alpha,\sigma}| \leq C_4 \tau^{\sigma-2-\alpha}.$$  

(7)

(8)
Here and throughout the paper, the constant $C > 0$ is independent of $n$ and $\tau$.

From Lemma 2.1, we can eliminate the term $t^{\sigma_n-1-\alpha}$ in (7) by a linear combination of $B_p^{\alpha,n}$ and $B_p^{\alpha,n}$, $p \neq q$. Let

$$A_{p,q}^{\alpha,n}U = \frac{\alpha - 2q}{2(p-q)}B_{p}^{\alpha,n}U + \frac{2p - \alpha}{2(p-q)}B_{q}^{\alpha,n}U. \tag{9}$$

Then we obtain the second-order WSGL formula in [10],

$$[RLD_{0,t}^{\alpha}U(t)]_{t=t_n} = A_{p,q}^{\alpha,n}U + \tau^2 R^{n,m,\sigma}, \quad |R^{n,m,\sigma}| \leq C_0 \tau^{\alpha-2}. \tag{10}$$

Eq. (9) is proved in [10, 11] to be of second-order convergence when $U(0) = 0$, $RLD_{0,t}^{\alpha+2}U(t)$ and its Fourier transform belongs to $L_1(\mathbb{R})$. However, these conditions are too restrictive since $RLD_{0,t}^{\alpha+2}U(t) \notin L_1(\mathbb{R})$ for $U(t) = t^{\sigma_r}$ with $0 \leq \sigma_r \leq 1 + \alpha$ when $\alpha > 0$. For example, when $U(t) = t$, the remainder term in (10) is of the order of $\tau^2 t^{n-1-\alpha}$, which is not of second-order convergence globally as the accuracy is $O(\tau^{1-\alpha})$ when $t_n = \tau$. Consequently, when (10) is applied to solve FDEs with even smooth solutions, we cannot expect a global second-order convergence unless the solutions have vanishing first-order derivatives. In particular, there is almost no accuracy at $t = 0$ when $1 < \alpha < 2$. In practice, this large error near $t = 0$ may lead to large accumulation of discretization errors and thus much larger error at the desired final time $t_n$; see accuracy tests of the formula (9) in Fig. 2.1 of this section and numerical experiments in Section 5.

To improve the accuracy near $t = 0$, we follow Lubich’s approach [17] by adding correction terms to (9) such that the resulting formula is indeed of second-order accuracy when $U(t)$ is of the form (1). Specifically, we modify (9) such that

$$[RLD_{0,t}^{\alpha}U(t)]_{t=t_n} = A_{p,q}^{\alpha,n,m}U + R^n, \quad A_{p,q}^{\alpha,n,m}U =: A_{p,q}^{\alpha,n}U + \frac{1}{\tau^\alpha} \sum_{k=1}^{m} w^{(\alpha)}(k)U(t_k). \tag{11}$$

In (11), the starting weights $\{w^{(\alpha)}(k)\}$ are known at each time step as they can be determined by setting $R^n = 0$ in (11) for $U(t) = t^{\sigma_r}$ ($1 \leq r \leq m$). Denote $A_{p,q}^{\alpha,n}U = \frac{1}{\tau^\alpha} \sum_{k=0}^{n} g^{(\alpha)}(n-k)U(t_k)$. Then the starting weights can be solved from the following linear system of equations (see [17, 49]),

$$\sum_{k=1}^{m} w^{(\alpha)}(n,k)k^{\sigma_r} = \frac{\Gamma(\sigma_r + 1)}{\Gamma(\sigma_r + 1 - \alpha)} n^{\sigma_r-\alpha} - \sum_{k=0}^{n} g^{(\alpha)}(n-k)k^{\sigma_r}, \quad 1 \leq r \leq m. \tag{12}$$

The linear system (12) has an exponential Vandermonde type matrix that is ill-conditioned when $m$ is large (see [49]). The large condition number of the matrix may lead to big roundoff errors of $w^{(\alpha)}(r)$ ($1 \leq r \leq m$) when computation is performed with double precision. For $\sigma_k = k\alpha$, we present the condition number of the system (12) in Table 1. Hereafter we choose $(p, q) = (0, -1)$ in (11), where the quadrature weights $g^{(\alpha)}(k)$ are defined by (see [10, 11, 17])

$$g^{(\alpha)}_0 = \frac{2 + \alpha}{2}, \quad g^{(\alpha)}_k = \frac{2 + \alpha}{2} \omega^{(\alpha)}(k) - \frac{\alpha}{2} \omega^{(\alpha)}(k-1), \quad \omega^{(\alpha)}(k) = (-1)^k \binom{\alpha}{k}, \quad k \geq 1. \tag{13}$$

In fact, $g^{(\alpha)}_k$ satisfies $(1 - z)\alpha (1 + \frac{\alpha}{2} - \frac{\alpha}{2}z) = \sum_{k=0}^{\infty} g^{(\alpha)}_k z^k$, see [17].

From Table 1, we observe that the condition number increases as $m$ increases and decreases as $\alpha$ increases. However, for $m$ and $\alpha$’s presented in Table 1, we can still have some reasonable accuracy
for the starting weights. In fact, the accuracy of (11) is determined somehow by the residual of (12). This observation has been made in [17, 49]. We present the residual of the system (12) in Table 2, where the residual is computed by \( \max_{1 \leq r \leq m, 1 \leq n \leq 100} | \sum_{k=1}^{m} w_{n,k}^{(r)}(t) - \frac{r}{\Gamma(r+1)} n^{\alpha-r} + \sum_{k=0}^{n} g_{n,k}(t) \sigma_k^r | \). When \( \alpha = 0.05 \) and \( m = 7 \), the condition number is \( 1.84 \times 10^{12} \) and the residual is \( 1.19 \times 10^{-6} \), see Table 2. In this case we can still obtain relatively high accuracy, see Fig. 2.1(a).

Table 1: Condition numbers of the system (12), \( \sigma_k = k\alpha \ (k \geq 1) \), and \((p,q) = (0,-1)\) in (11).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( m = 2 )</th>
<th>( m = 3 )</th>
<th>( m = 4 )</th>
<th>( m = 5 )</th>
<th>( m = 6 )</th>
<th>( m = 7 )</th>
<th>( m = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.15e+02</td>
<td>1.28e+04</td>
<td>1.41e+06</td>
<td>1.54e+08</td>
<td>1.69e+10</td>
<td>1.84e+12</td>
<td>2.02e+14</td>
</tr>
<tr>
<td>0.1</td>
<td>5.80e+01</td>
<td>3.20e+03</td>
<td>9.72e+05</td>
<td>3.41e+08</td>
<td>5.14e+10</td>
<td>1.73e+12</td>
<td>1.36e+14</td>
</tr>
<tr>
<td>0.3</td>
<td>2.03e+01</td>
<td>3.87e+02</td>
<td>7.86e+03</td>
<td>1.73e+05</td>
<td>4.12e+06</td>
<td>1.04e+08</td>
<td>2.81e+09</td>
</tr>
</tbody>
</table>

Table 2: The residual of the linear system (12), \( \sigma_k = k\alpha \ (k \geq 1) \).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( m = 2 )</th>
<th>( m = 3 )</th>
<th>( m = 4 )</th>
<th>( m = 5 )</th>
<th>( m = 6 )</th>
<th>( m = 7 )</th>
<th>( m = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.66e-15</td>
<td>2.27e-13</td>
<td>7.27e-12</td>
<td>4.65e-10</td>
<td>2.60e-08</td>
<td>1.19e-06</td>
<td>6.86e-05</td>
</tr>
<tr>
<td>0.1</td>
<td>1.77e-15</td>
<td>2.84e-14</td>
<td>4.54e-13</td>
<td>5.82e-11</td>
<td>4.65e-10</td>
<td>1.11e-08</td>
<td>8.34e-07</td>
</tr>
<tr>
<td>0.3</td>
<td>1.11e-16</td>
<td>7.10e-15</td>
<td>5.68e-14</td>
<td>2.27e-13</td>
<td>1.81e-11</td>
<td>4.65e-10</td>
<td>6.05e-09</td>
</tr>
</tbody>
</table>

In our numerical simulations of this work, we choose less than eight correction terms. It works surprisingly well with high accuracy even when \( \alpha \) is small. For example, in Figure 2.1(a), we used six correction terms for \( \alpha = 0.05 \), the accuracy for all \( t \geq 0.2 \) is at the level of \( 10^{-8} \), which is two orders of magnitude lower than \( \tau^2 = 10^{-6} \). Hence, we are motivated to consider the asymptotic behavior of \( R_n \) in (11) when \( U(t) = \tau^p \), addressing the practical effect of correction terms.

Lemma 2.2. Let \( U(t) = \tau^p \ (\sigma \geq 0) \) and \( \alpha \) be a real number. Let \( R_n \) be defined in (11), \( S_n^m = \prod_{k=1}^{m} [\sigma - \sigma_k] \), \( \sigma_{\max} = \max\{\sigma, \sigma_1, ..., \sigma_m\} \). Then we have

\[
|R_n| \leq \tau^{\sigma-\alpha} \left( C S_n^m \left( n^{\sigma_\alpha - 2} \log^m(n) + n^{\sigma_{\max} - \sigma_\alpha - 2} \right) + \tilde{C} n^{\sigma_{\max} - 2 - \sigma_\alpha} \right),
\]

where \( C \) and \( \tilde{C} \) are positive constants bounded and independent of \( n \) and \( \tau \).

Remark 2.1. Numerical results show that \( R_n \) in (14) can be bounded by \( |R_n| \leq C S_n^m \tau^{\sigma-\alpha} n^{\sigma_{\max} - \alpha - 2} \).

From Lemmas 2.2 and 6.1, we have a uniformly second-order approximation \( A_{0,-1}^{\alpha,n,m} U \) of \( RL D_{0,t}^\alpha U(t) \) when \( U(t) \) satisfies (1) and \( \sigma_{m+1} \geq 2 + \alpha \), i.e., \( |R_n| \leq C \tau^{2 \sigma_{m+1} - 2 - \alpha} \). In practice, especially with double precision computation, we take only small \( m \) and thus \( \sigma_{m+1} \geq 2 + \alpha \) may not hold. In this case, we may not have the global second-order accuracy, but we still observe accuracy improvement at \( t = 0 \) and small errors far from \( t = 0 \) due to the small coefficient \( S_n^m \) in (14).

Next, we check the accuracy of the discrete operator \( A_{0,-1}^{\alpha,n,m} \) defined by (11).

Example 2.1. Use the formula (11) with \((p,q) = (0,-1)\) to numerically approximate \( RL D_{0,t}^\alpha U(t) \).

We consider two cases: Case I: \( U(t) = t^{8\alpha} \), where we take \( \sigma_k = k\alpha \), \( k \leq 8 \). Case II: \( U(t) = t^{8\alpha} + t^{9\alpha} + t^{10\alpha} + t^{11\alpha} \), where we take \( \sigma_k = (k+7)\alpha \).
The purpose of this example is to show that a small number of correction terms is sufficient to yield relatively high accuracy whether $U(t)$ has high regularity or not.

We first consider Case I. When $\alpha$ is small, the regularity of $U(t)$ is low. In such a case, we add only several correction terms but obtain satisfactory accuracy, see Fig. 2.1 (a). The accuracy can be explained by the estimate $S^\sigma_m \tau^2 \tau_n^{\sigma - \alpha - 2}$ in Lemma 2.2, especially the factor $S^\sigma_m$ in the error estimate. Despite the accuracy from $\tau^2 \tau_n^{\sigma - \alpha - 2}$, the factor $S^\sigma_m = 7 \times 6 \times \cdots \times (8 - m) \alpha^m$ is very small when $\alpha$ is small and $m$ is large, see Table 3. The small factor $S^\sigma_m$ explains the high accuracy in Figs. 2.1 (a). When $\alpha$ is relatively large, we need only several terms to achieve second-order accuracy according to (11) and Lemma 2.2. In this case, the term $\tau^2 \tau_n^{\sigma - \alpha - 2}$ is more pronounced than $S^\sigma_m$, see Table 3. This effect is shown in Fig. 2.1 (b), where we observe that increasing the number of correction terms does not increase accuracy significantly except for $m = 8$, due to high
regularity of $U(t)$.

For Case II, we choose $\sigma_k$ so that we match more terms of the singularity in $U(t)$; the pointwise errors are shown in Fig. 2.2. We obtain better accuracy as the number of correction terms $m$ increases up to 4 when we capture all the singularity of $U(t)$ that leads to accuracy at the machine precision level.

In conclusion, we find that only a few correction terms are required to obtain high accuracy even when $U(t)$ has low regularity at $t = 0$. We also find that we do not have to precisely match the singular terms in $U(t)$ when choosing correction terms. In Section 5, we will present numerical examples with some empirical guidelines to introduce correction terms where we do not know explicitly the singular terms in $U(t)$.

3. Application to multi-term FODEs

In this section, we apply the formula (11) to the discretization of multi-term FODEs of the form

$$\sum_{j=1}^{Q} \nu_j C D_{0,t}^{\alpha_j} Y(t) = f(t,Y), \quad t \in (0,T], T > 0, \quad Y(0) = Y_0, \quad (15)$$

where $\nu_1 > 0, \nu_j \geq 0 (2 \leq j \leq Q)$, and $0 < \alpha_{j+1} \leq \alpha_j \leq 1 (1 \leq j < Q)$. The existence, uniqueness, and regularity of solutions to (15) are investigated in [1, 3, 48]. If $f(t,Y(t))$ is smooth for $t \in (0,T]$ or $f(t,Y(t)) = -Y(t)$, $\{\alpha_j\}$ are rational numbers (see [1–3, 47]), then the solution $Y(t)$ to (15) has the form

$$Y(t) - Y(0) = c_1 t^{\alpha_1} + c_2 t^{\alpha_2} + c_3 t^{\alpha_3} + \cdots, \quad \sigma_k < \sigma_{k+1}, k > 0. \quad (16)$$

Using $C D_{0,t}^{\alpha_j} Y(t) = r(t) D_{0,t}^{\alpha_j} (Y(t) - Y(0))$, we apply (11) to (15) that leads to

$$\sum_{j=1}^{Q} \nu_j C D_{0,t}^{\alpha_j} \hat{Y} = f(t,Y(t)) + R^n, \quad (17)$$

where $\hat{Y}(t) = Y(t) - Y(0), \mathcal{A}^{\alpha_j,n,m_j}$ is defined by (11), and $m_j (1 \leq j \leq Q)$ are suitable positive integers. By (11), the truncation error $R^n$ in (17) satisfies $R^n = \sum_{j=1}^{Q} O(\tau^2 t^{\alpha_j+n-1-\alpha_j})$. Let $y^n$ be the approximate solution of $Y(t_n)$. Then we derive the following fully discrete scheme for (15)

$$\sum_{j=1}^{Q} \nu_j \mathcal{A}^{\alpha_j,n,m_j} \hat{y} = f(t,Y^n), \quad y^0 = Y_0, \quad (18)$$

where $\hat{y} = y - y^0$ and $\mathcal{A}^{\alpha_j,n,m_j}$ is from (11). Denote $m = \max\{m_1, m_2, \ldots, m_Q\}$.

**Remark 3.1.** We need numerical values $y^k (k = 1, 2, \ldots, m)$ to proceed with the scheme. Here we solve the nonlinear system of $y^k (k = 1, 2, \ldots, m)$ using (18) with $n = 1, 2, \ldots, m$, and we apply the Picard fixed-point iteration method. Other high-order methods for $y^k (k = 1, 2, \ldots, m)$ can be applied here too.

Next, we present the stability and convergence for (18), the proofs of which are given in Section 6.
Theorem 3.1 (Linear stability). If \( f(t, Y) = -\lambda Y(t), \text{Re}(\lambda) > 0 \), then the method (18) is unconditionally stable.

Theorem 3.2 (Convergence). Let \( y^n \) be the solution to (18) and \( Y(t) \) be the solution to (15) satisfying \( Y(t) - Y(0) = c_1 t^{\sigma_1} + c_2 t^{\sigma_2} + \cdots \), where \( \{c_k\} \) are constants and \( 0 < \sigma_k < \sigma_{k+1}, k > 0 \). Suppose that \( f(t, Y) \) satisfies the Lipschitz condition in its second argument, \( m_j (j = 1, 2, \ldots, Q) \) are suitable positive constants satisfying \( \sigma_m \leq 2 \). Then there exists a positive constant \( C \) independent of \( n \) and \( \tau \) such that

\[
|Y(t_n) - y^n| \leq C \left( \sum_{k=0}^{\max_{1 \leq j \leq Q \{m_j\}}} |Y(t_k) - y^k| + \tau \min_{1 \leq j \leq Q \{m_j+1+\alpha_1-\alpha_j\}} \right).
\]

Theorem 3.3 (Average error estimate). Let \( q = \min_{1 \leq j \leq Q \{\sigma_{m_j+1} - \alpha_j\}} \). If \( f(t, Y) = -Y(t) \) in Theorem 3.2, then we have for \( K \geq 1 \),

\[
\left( \tau \sum_{n=1}^{K} |e^n|^2 \right)^{1/2} \leq C \tau^{\min\{2q+\frac{1}{2}\}} + C \max_{1 \leq j \leq m} \left[ \sum_{j=1}^{Q} \tau^{\sigma_m - \alpha_j} K^{\max\{0, \sigma_m - \frac{1}{2}\}} \right].
\]

Two special cases of Theorem 3.3 are presented below. If there is no correction term, i.e., \( m_j = 0 \), then we have

\[
\left( \tau \sum_{n=1}^{K} |e^n|^2 \right)^{1/2} \leq C \tau^{\min\{2q+0.5\}} = C \tau^{\min\{2, \sigma_1 - \alpha_1 + 0.5\}}.
\]

If \( m_j = m \) and \( \max_{1 \leq j \leq m} |e^r| \leq C \tau^{\sigma_{m+1}} \), then we have

\[
\left( \tau \sum_{n=1}^{K} |e^n|^2 \right)^{1/2} \leq C \tau^{\min\{2, \sigma_m+1 - \alpha_1 + 0.5\}}.
\]

4. Application to time-fractional diffusion-wave equation

In this section, we consider the following time-fractional diffusion-wave equation [30, 50]:

\[
\begin{cases}
\partial_t^\alpha U + \nu \partial_x D_{0,t}^{\frac{1+\alpha}{2}} U = \mu \partial_x^2 U + f(x,t), & (x,t) \in \Omega \times (0, T], T > 0, \\
U(x,0) = \phi_0(x), & \partial_t U(x,0) = \psi_0(x), \quad x \in \Omega, \\
U(x,t) = 0, & (x,t) \in \partial \Omega \times (0, T],
\end{cases}
\]

where \( 0 < \alpha \leq 1, \nu \geq 0, \mu > 0, \Omega = (a, b) \). We apply the quadrature formula (11) in time and spectral element method in space for the discretization of Eq. (23). We also present the rigorous stability and convergence analysis of the present numerical scheme.

The key assumption here is that the analytical solution \( U(t) = U(x, t) \) to (23) satisfies the following form

\[
U(t) - U(0) - t \partial_t U(0) = \sum_{r=1}^{m} c_r(x) t^{\sigma_r} + c_{m+1}(x) t^{\sigma_{m+1}} + \cdots,
\]

where \( 1 < \sigma_r < \sigma_{r+1} \). Indeed, when \( f(x,t) \) is smooth in time and \( \alpha \) is rational, the analytical solution of (23) has the form as (24), see [1].
4.1. Time discretization

Denote \( V(x, t) = \partial_t U(x, t) \), where \( U(x, t) \) satisfies (24). Then \( V(t) = V(x, t) \) satisfies \( V(t) - V(0) = \sum_{r=1}^{m+1} d_r(x) \tau^r-1 + \cdots \). Hence, we derive from (23)

\[
\begin{align*}
\partial_t V(t) + \nu_{RL} D_{0,t}^\alpha (V(t) - V(0)) &= \mu \partial_x^2 U(t) + f(t),
\partial_t \partial_x^2 U(t) &= \partial_x^2 V(t).
\end{align*}
\]

(25)

(26)

The main task in the following is to construct a second-order approximation for each differential operator in (25)-(26), i.e., the first-order time derivative operator \( \partial_t \) and the time-fractional derivative operator \( CD_{0,t}^\alpha \).

For simplicity, we denote \( U^n = U^n(\cdot) = U(\cdot, t_n) \) and \( \delta_t U^{n+\tau/2} = \frac{U^{n+1} - U^n}{\tau} \). From (7), we have \( \delta_t g^{n+\tau/2} = B_0^{1,n+1} g = B_1^{1,n} g \), which yields

\[
\delta_t g(t_{n+1}) + \delta_t g(t_n) = B_0^{1,n+1} g + B_1^{1,n} g + O(\tau^2 t_{n+1}^{-\alpha}), \quad g(t) = t^{\sigma r}.
\]

(27)

Let \( \tilde{U}(t) = U(t) - U(0) - tV(0) \). Then from (7) and (27), we have

\[
\frac{1}{2} \left[ \partial_t \tilde{U}(t_{n+1}) + \partial_t \tilde{U}(t_n) \right] = \delta_t \tilde{U}^{n+\tau/2} + \frac{1}{\tau} \sum_{r=1}^{m_1} u_{n,r} \tilde{U}^r + O(\tau^2 t_{n+1}^{-\alpha}),
\]

(28)

where \( m_1 \leq m \) and the starting weights \( \{u_{n,r}\} \) are chosen such that (28) is exact for \( \tilde{U}(t) = t^{\sigma r}(1 \leq r \leq m_1) \), which leads to

\[
\sum_{k=1}^{m_1} u_{n,k} k^{\sigma r} = \frac{\sigma r}{2} \left( (n+1)^{\sigma r-1} + n^{\sigma r-1} \right) - \left( (n+1)^{\sigma r} - n^{\sigma r} \right) = O(n^{\sigma r-3}).
\]

(29)

Note that \( \tilde{U} = U(t) - U(0) - tV(0) \). We have from (28)

\[
\frac{1}{2} \left[ \partial_t U(t_{n+1}) + \partial_t U(t_n) \right] = \delta_t U^{n+\tau/2} + \frac{1}{\tau} \sum_{r=1}^{m_1} u_{n,r} (U^r - U^0 - t_r V^0) + O(\tau^2 t_{n+1}^{-\alpha}).
\]

(30)

We can similarly obtain

\[
\frac{1}{2} \left[ \partial_t V(t_{n+1}) + \partial_t V(t_n) \right] = \delta_t V^{n+\tau/2} + \frac{1}{\tau} \sum_{r=1}^{m_2} v_{n,r} (V^r - V^0) + O(\tau^2 t_{n+1}^{-\alpha}),
\]

(31)

where \( m_2 \leq m \) and \( \{v_{n,r}\} \) are chosen such that (31) is exact for \( V(t) = t^{\sigma r-1} \), which yields

\[
\sum_{k=1}^{m_2} v_{n,k} k^{\sigma r-1} = \frac{\sigma r - 1}{2} \left( (n+1)^{\sigma r-2} + n^{\sigma r-2} \right) - \left( (n+1)^{\sigma r-1} - n^{\sigma r-1} \right) = O(n^{\sigma r-4}).
\]

(32)

From (11), we can also choose \( m_3 \leq m \) such that

\[
\left[ CD_{0,t}^\alpha V(t) \right]_{t=t_k} = A_{0,1,m_3}^\alpha \hat{V} + O(\tau^2 t_k^{\sigma m_3+1-3-\alpha}),
\]

(33)

where \( \hat{V} = V - V^0 \), \( k = n, n+1 \).
Combining (31) and (33), we have the following time discretization for (25)
\[
\delta_t V_{n+1}^{n+\frac{1}{2}} + \frac{1}{\tau} \sum_{r=1}^{m_2} v_{n,r}(V^r - V^0) + \frac{\nu}{2} \left( A_{0, -1}^{\alpha, n+1, m_3} \tilde{V} + A_{0, -1}^{\alpha, n, m_3} \tilde{V} \right)
\]
\[= \mu \partial_x^2 U_{n+1}^{n+\frac{1}{2}} + f_{n+\frac{1}{2}} + O(\tau n^{m_2+1-4}) + O(\tau^2 t_n^m). \tag{34}\]
From (30), the time discretization of Eq. (26) is
\[
\delta_t \partial_x^2 U_{n+1}^{n+\frac{1}{2}} + \frac{1}{\tau} \sum_{r=1}^{m_1} u_{n,r} \partial_x^2 (U^r - U^0 - t_r V^0) = \partial_x^2 V_{n+1}^{n+\frac{1}{2}} + O(\tau^2 t_n^m). \tag{35}\]

### 4.2. The fully discrete spectral element method

Let us introduce some notations before presenting our fully discrete schemes. Let \( \Omega = (a, b) \) and \( M \) be a positive integer. Let \( \Pi = \{a = x_0 < x_1 < \cdots < x_M = b\} \) be a partition of the interval \( \Omega \). Denote \( N = (N_1, N_2, \ldots, N_M) \), \( N_i \) is a positive integer, and
\[
\Omega_i = (x_{i-1}, x_i), \quad h_i = x_i - x_{i-1}, \quad h = \max \{h_i/N_i\}.
\]
Denote \( \mathbb{P}_K(I) \) as the polynomial space defined on the domain \( I \) with degree no greater than \( K \). The approximation spaces \( V_N, V_0^0 \) are defined as follows:
\[
V_N = \{v \in C(\Omega) : v|_{\Omega_i} \in \mathbb{P}_{N_i}(\Omega_i), \ 1 \leq i \leq M\}, \quad V_0^0 = V_N \cap H_0^1(\Omega).
\]
The inner product \((\cdot, \cdot)\) and norm \(\| \cdot \|\) are defined by:
\[
(u, v) = \int_{\Omega} uv \, dx, \quad \|u\| = \left( \int_{\Omega} |u|^2 \, dx \right)^{1/2}, \quad u, v \in L^2(\Omega).
\]
From (34)–(35), we present the Legendre Galerkin spectral element method (LGSEM) for (25)–(26): For \( n = 0, 1, \ldots, n_T - 1 \) and \( u_n, v_n \in V_0^0 \), we find \( u_{n+1}^{n+\frac{1}{2}}, v_{n+1}^{n+\frac{1}{2}} \in V_N^0 \), such that
\[
(\delta_t v_{n+1}^{n+\frac{1}{2}}, v) + \frac{1}{\tau} \sum_{r=1}^{m_2} v_{n,r}(v_{n,r}^{n} - v_{n,r}^{0}) + \frac{\nu}{2} \left( A_{0, -1}^{\alpha, n+1, m_3} \tilde{v}_{n} + A_{0, -1}^{\alpha, n, m_3} \tilde{v}_{n} \right)
\]
\[+ \mu (\partial_x v_{n+1}^{n+\frac{1}{2}}, \partial_x v) = (I_N f_{n+\frac{1}{2}}, v), \tag{36}\]
\[
(\delta_t \partial_x u_{n+1}^{n+\frac{1}{2}}, \partial_x u) + \frac{1}{\tau} \sum_{r=1}^{m_1} u_{n,r}(\partial_x (u_{n,r}^{n} - u_{n,r}^{0} - t_r v_{n,r}^{0}), \partial_x u) = (\partial_x v_{n+1}^{n+\frac{1}{2}}, \partial_x u), \tag{37}\]
\[
u_0 = P_{N}^{l_0} U(0), \quad \nu_0 = P_{N}^{l_0} V(0), \tag{38}\]
in which \( \tilde{v}_{n} = v_n - v_0^0 \), \( A_{0, -1}^{\alpha, n, m_3} \) is defined by (11), \( m_k (k = 1, 2, 3) \) are suitable positive integers, \( \{u_{n,r}\} \) satisfy (29), \( \{v_{n,r}\} \) satisfy (32), and \( I_N \) is the Legendre–Gauss–Lobatto interpolation operator defined by
\[
(I_N u)(x_i) = u(x_i), \quad k = 0, 1, \ldots, N_i, \quad i = 1, \ldots, M, \quad u \in C(\Omega),
\]
where \( \{x_i\} \) are the Legendre–Gauss–Lobatto points on \( \Omega_i \).

**Remark 4.1.** To get \( \{u_N^k\} \) and \( \{v_N^k\} \) for \( 1 \leq k \leq m, m = \max\{m_1, m_2, m_3\} \), we can let \( n = 0, 1, \ldots, m-1 \) in (36)–(38) and solve the resulting system. We can also use other high-order methods in time to obtain \( \{u_N^k\} \) and \( \{v_N^k\} \) for \( 1 \leq k \leq m \).
4.3. Stability and convergence

This subsection presents the stability and convergence of the scheme (36)–(38). We give the following stability result.

**Theorem 4.1.** Suppose that \( u_N^n \) and \( v_N^n \) (\( n = 0, 1, \ldots, n_T \)) are solutions to (36)–(38). If \( \sigma_m \leq 3 \) and \( \sigma_m, \sigma_m \leq 4 \), then there exists a positive constant \( C \) independent of \( n, \tau \) and \( N \) such that

\[
\| v_N^n \|^2 + \mu \| \partial_x u_N^n \|^2 \leq C \left( \| v_0^n \|^2 + \mu \| \partial_x u_0^n \|^2 + \| \partial_x v_0^n \|^2 + \sum_{r=1}^{m} \| \partial_x \delta_t u_N^r \|^2 \right)
+ \sum_{r=1}^{m} \| \delta_t v_N^r \|^2 + \sum_{r=1}^{m} \| \delta_t v_N^r \|^2 + \tau \sum_{k=0}^{n} \| f_k \|^2 .
\]

(39)

For the nonnegative integer \( k \), \( H^k(\Omega) \) is the Sobolev space equipped with the norm \( \| \cdot \|_{H^k(\Omega)} \) and semi-norm \( \| \cdot \|_{H^k(\Omega)} \) defined by

\[
|v|_{H^k(\Omega)} = \left( \sum_{l=0}^{k} \| \partial_x^l v \|^2 \right)^{1/2} \text{ and } \| v \|_{H^k(\Omega)} = \left( \sum_{l=0}^{k} \| v \|^2_{H^l(\Omega)} \right)^{1/2}, \quad v \in H^k(\Omega).
\]

Next, we present the convergence analysis.

**Theorem 4.2.** Suppose that \( n, n_T \) and \( r \) are positive integers with \( 0 \leq n \leq n_T \) and \( U(t) = U(x, t) \) is the solution to (23) satisfying \( U(t) - U(0) - t \partial_t U(0) = \sum_{r=1}^{m} c_r t^\sigma_r + u(t) t^\sigma_m + 1, \sigma_r < \sigma_{r+1}, \quad u(t) \in C[0, T] \) for each \( x \), \( V(x, t) = \partial_t U(x, t) \), \( u_N^n \) and \( v_N^n \) are the solutions to the scheme (36)–(38), respectively. \( m_1, m_2, m_3 \leq m \) with \( m_1 \leq 3, m_2, m_3 \leq 4 \). For fixed \( t, U(t) \in H^1_0(\Omega) \cap H^r(\Omega) \), and \( f \in C(0, T; H^r(\Omega)) \). If \( \sum_{k=1}^{m_1} \| \partial_x \delta_t (u_N^n - U) \|^2 + \sum_{k=1}^{m_2} \| \delta_t (v_N^n - V) \|^2 \leq C \left( \tau^{2 \min{2, \sigma_{m_1} + 1 - 1.5, \sigma_{m_2} + 1 - 1.5, \sigma_{m_3} + 1 - 0.5 - \alpha}} + \tau^{2 - 1} \right) \), then for small enough \( \tau \), there exists a positive constant \( C \) independent of \( n, \tau \) and \( h \), such that

\[
\| \partial_x (u_N^n - U(t_n)) \| \leq C \left( \tau^{\min{2, \sigma_{m_1} + 1 - 1.5, \sigma_{m_2} + 1 - 1.5, \sigma_{m_3} + 1 - 0.5 - \alpha}} + \tau^{2 - 1} \right).
\]

**Remark 4.2.** If the analytical solution \( U(x, t) \) to (23) is sufficiently smooth in time, then the convergence rate of (36)–(38) in time is \( O(\tau^2) \) by choosing \( m_1 = m_2 = 0 \) and \( m_3 = 2. \) For smooth solutions with \( m_1 = m_2 = 0 \), we also have: (i) if \( m_3 = 0 \) in (36)–(38), then the convergence rate in time is \( O(\tau^{1.5 - \alpha}) \); (ii) if \( m_3 = 1 \) in (36)–(38), then the convergence rate in time is \( O(\tau^{2.5 - \alpha}) \) for \( \alpha < 1/2 \), \( O(\alpha^{2.5 - \alpha}) \) for \( \alpha > 1/2 \), or \( O(\log(n) \tau^2) \) for \( \alpha = 1/2 \) at \( t = t_n \).

**Remark 4.3.** The methodology here can be readily extended to two-term time-fractional subdiffusion equation and more generalized multi-term time-fractional subdiffusion equations, see [30–32].

5. Numerical examples

In this section, we present some numerical simulations to verify our theoretical analysis presented in the previous sections.

**Example 5.1.** Consider the following two-term FODE

\[
c D_{0,t}^{2\alpha} Y(t) + \frac{3}{2} c D_{0,t}^{\alpha} Y(t) = -\frac{1}{2} Y(t), \quad t \in (0, T], T > 0
\]

subject to the initial condition \( Y(0) = 1 \), and \( 0 < \alpha \leq 1/2 \).
The analytical solution of (40) is \( Y(t) = 2E_\alpha(-t^\alpha/2) - E_\alpha(-t^\alpha) \), where \( E_\alpha(t) \) is the Mittag-Leffler function defined by \( \sum_{k=0}^{\infty} \frac{t^k}{\Gamma(k\alpha+1)} \).

To solve (40), we apply the method (18) with \( m_1 = m_2 = m \) and \( \alpha_1 = 2\alpha, \alpha_2 = \alpha \) in computation. The maximum absolute error \( \|e\|_\infty \) is measured by \( \|e\|_\infty = \max_{0 \leq n \leq T/\tau} |e^n|, e^n = Y(t_n) - y^n \).

First, we observe from Tables 4–7 that higher accuracy is obtained with correction terms \( (m > 0) \) than that without correction terms \( (m = 0) \). For \( \alpha = 0.5 \), compared with \( m = 0 \), we have gained one order of magnitude in the maximum error when \( m = 1 \) and two orders of magnitude when \( m = 2, 3 \), see Table 4. For \( \alpha = 0.1 \), we observe similar improvement in accuracy, see Table 5. For the error at final time \( t = 1 \), we also have similar effects for \( \alpha = 0.1, 0.5 \) and have even more significant improvement in accuracy, see Tables 6 and 7. The convergence order for \( \alpha = 0.5 \) in the maximum sense is consistent with the theoretical prediction in Theorem 3.2, which is \( \min\{2, (m + 2)\alpha\} \), while a lower convergence rate is observed for \( \alpha = 0.1 \).

### Table 4: The maximum error \( \|e\|_\infty \) of the method (18), \( \sigma_k = (k + 1)\alpha, \alpha = 0.5, T = 1 \).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( m = 0 )</th>
<th>Order</th>
<th>( m = 1 )</th>
<th>Order</th>
<th>( m = 2 )</th>
<th>Order</th>
<th>( m = 3 )</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2^{-8} )</td>
<td>8.1812e-4</td>
<td>6.5427e-5</td>
<td>3.2368e-6</td>
<td>1.0496e-6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^{-9} )</td>
<td>4.2685e-4</td>
<td>2.4571e-5</td>
<td>1.41</td>
<td>8.6440e-7</td>
<td>1.90</td>
<td>2.8393e-7</td>
<td>1.88</td>
<td></td>
</tr>
<tr>
<td>( 2^{-10} )</td>
<td>2.2033e-4</td>
<td>9.0197e-6</td>
<td>1.43</td>
<td>2.2482e-7</td>
<td>1.93</td>
<td>7.4557e-8</td>
<td>1.91</td>
<td></td>
</tr>
<tr>
<td>( 2^{-11} )</td>
<td>1.1340e-4</td>
<td>3.3073e-6</td>
<td>1.45</td>
<td>5.8568e-8</td>
<td>1.95</td>
<td>1.9559e-9</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>( 2^{-12} )</td>
<td>5.7783e-5</td>
<td>1.1952e-6</td>
<td>1.46</td>
<td>1.4996e-8</td>
<td>1.96</td>
<td>5.0336e-9</td>
<td>1.95</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5: The maximum error \( \|e\|_\infty \) of the method (18), \( \sigma_k = (k + 1)\alpha, \alpha = 0.1, T = 1 \).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( m = 0 )</th>
<th>Order</th>
<th>( m = 1 )</th>
<th>Order</th>
<th>( m = 2 )</th>
<th>Order</th>
<th>( m = 3 )</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2^{-8} )</td>
<td>1.1149e-2</td>
<td>1.0250e-3</td>
<td>1.0556e-5</td>
<td>2.3121e-7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^{-9} )</td>
<td>1.0262e-2</td>
<td>9.0252e-4</td>
<td>8.5194e-6</td>
<td>1.7132e-7</td>
<td>0.30</td>
<td>1.7132e-7</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>( 2^{-10} )</td>
<td>9.4163e-3</td>
<td>8.5194e-6</td>
<td>1.0496e-6</td>
<td>8.1812e-4</td>
<td>6.5427e-5</td>
<td>3.2368e-6</td>
<td>1.0496e-6</td>
<td></td>
</tr>
<tr>
<td>( 2^{-11} )</td>
<td>8.6257e-3</td>
<td>7.9112e-4</td>
<td>6.8266e-6</td>
<td>1.2569e-7</td>
<td>0.32</td>
<td>9.1801e-8</td>
<td>0.4 5</td>
<td></td>
</tr>
<tr>
<td>( 2^{-12} )</td>
<td>8.1812e-4</td>
<td>7.8776e-3</td>
<td>0.13</td>
<td>6.0262e-4</td>
<td>0.19</td>
<td>4.3243e-6</td>
<td>0.33</td>
<td>6.4112e-8</td>
</tr>
</tbody>
</table>

### Table 6: The absolute error \( |e^n| \) at \( t = 1 \) of the method (18), \( \sigma_k = (k + 1)\alpha, \alpha = 0.5 \).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( m = 0 )</th>
<th>Order</th>
<th>( m = 1 )</th>
<th>Order</th>
<th>( m = 2 )</th>
<th>Order</th>
<th>( m = 3 )</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2^{-8} )</td>
<td>2.3477e-4</td>
<td>1.3374e-5</td>
<td>1.8122e-7</td>
<td>1.0496e-6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^{-9} )</td>
<td>1.1716e-4</td>
<td>4.8291e-6</td>
<td>2.2116e-6</td>
<td>1.0496e-6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^{-10} )</td>
<td>5.8294e-5</td>
<td>1.7244e-6</td>
<td>1.47</td>
<td>1.2107e-8</td>
<td>1.95</td>
<td>7.4489e-8</td>
<td>1.91</td>
<td></td>
</tr>
<tr>
<td>( 2^{-11} )</td>
<td>2.9247e-5</td>
<td>6.2033e-7</td>
<td>1.48</td>
<td>3.1214e-9</td>
<td>1.96</td>
<td>1.9521e-8</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>( 2^{-12} )</td>
<td>1.4620e-5</td>
<td>2.2116e-6</td>
<td>1.48</td>
<td>7.9342e-10</td>
<td>1.97</td>
<td>5.0190e-9</td>
<td>1.95</td>
<td></td>
</tr>
</tbody>
</table>

From Tables 6 and 7, we observe that much better accuracy is obtained far from \( t = 0 \). This phenomenon occurs in many time stepping methods for FDEs in literature, which can be also explained from the average error estimate \( \tau \sum_{k=0}^{n} |e^n|^2 \) \( \leq C T \min\{2, m+0.5\} \), see Eq. (22). Clearly, the average error has smaller upper bound than the maximum error estimate \( |e^n| \leq \)
Table 7: The absolute error $|e^n|$ at $t = 1$ of the method (18), $\sigma_k = (k + 1)\alpha$, $\alpha = 0.1$.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$m = 0$ Order</th>
<th>$m = 1$ Order</th>
<th>$m = 2$ Order</th>
<th>$m = 3$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-8}$</td>
<td>3.9552e-5</td>
<td>3.8881e-6</td>
<td>5.6808e-8</td>
<td>1.4530e-9</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>1.8983e-5</td>
<td>1.8543e-6</td>
<td>2.4782e-8</td>
<td>5.7487e-10</td>
</tr>
<tr>
<td>$2^{-10}$</td>
<td>9.8918e-6</td>
<td>8.8032e-7</td>
<td>1.0746e-8</td>
<td>1.202518e-10</td>
</tr>
<tr>
<td>$2^{-11}$</td>
<td>4.9626e-6</td>
<td>4.2112e-7</td>
<td>4.6920e-9</td>
<td>8.8819e-11</td>
</tr>
<tr>
<td>$2^{-12}$</td>
<td>2.4806e-6</td>
<td>2.0045e-7</td>
<td>2.0333e-9</td>
<td>3.4752e-11</td>
</tr>
</tbody>
</table>

$C_{\tau}^{|2,\sigma_{m+1}}$, $\sigma_m = (m + 1)\alpha$, which implies much better numerical solutions far from $t = 0$, see the average errors in Table 8.

Second, we find that a small number of correction terms suffices to have high accuracy in both maximum error and the error at final time. According to Theorem 3.2, we can get the global second-order accuracy when $(m + 1)\alpha = \sigma_{m+1} \geq 2$, i.e., $m \geq 3$ for $\alpha = 0.5$. Indeed, we observed second-order accuracy for $\alpha = 0.5$ and $m \geq 3$ in Table 4, and the accuracy is also much smaller than $\tau^2$. When $\alpha$ is small, i.e., $\alpha = 0.1$, we need at least 19 correction terms to get the global second-order accuracy theoretically. Yet we obtain highly accurate numerical solutions using a small number of correction terms, see the case $m = 3, 5$ in Tables 5 and 7, and the accuracy is smaller than $\tau^2$ in Table 7 for $m = 3, 5$. Though accuracy is improved when the number of correction terms increases, we did not use more than 10 terms since the starting weights in (12) may suffer from round-off error when $m > 10$ when computed with double precision. Though we did not observe a sharp second-order convergence in the presented tables, second-order accuracy can be observed if we use more than 19 correction terms with quadruple-precision in the computation (results not presented here).

Lastly, we show the case that $\sigma_k$ is not taken as $k\alpha$. In Tables 9–10, we present the maximum error and the error at $t = 1$ of the method (18) for $\alpha = 0.1$ and $\sigma_k = k\alpha + 0.05$ in (12). We do not exactly match the singularity of the solution but we still obtain satisfactory accuracy as the number of “correction terms” $m$ increases up to $m = 7$. The numerical results confirm the estimate (14), see also explanations in Example 2.1 in the previous section. We further illustrate this effect in our next example solving a nonlinear FODE where we don’t know the singularity of the solution.

In summary, we find that a small number of correction terms can lead to significant improvement in accuracy. When the regularity of the solution is relatively high (the fractional order $\alpha$ is large here), we need only a few correction terms to achieve a global second-order convergence. When the regularity of the solutions is low (the fractional order $\alpha$ is small here), we need also a few correction terms as the correction terms bring a small factor $S_m$ (see Lemma 2.2) that leads to high accuracy. Moreover, the correction terms can be chosen such that the approximation $A_{0,\alpha,n,m}^{\alpha,n,m}$ does not have to precisely match the singular terms of exact solutions.

Example 5.2. Consider the following two-term nonlinear FODE

$$ cD_{0+}^{\alpha_1}Y(t) + cD_{0+}^{\alpha_2}Y(t) = Y(t)(1 - Y^2(t)) + \cos(t), \quad t \in (0, T], T > 0 $$

subject to the initial condition $Y(0) = 1/2$, and $0 < \alpha_1, \alpha_2 < 1$.

Here we consider three cases: Case I: $\alpha_1 = 0.7, \alpha_2 = 0.5$; Case II: $\alpha_1 = 0.2, \alpha_2 = 0.1$; Case III: $\alpha_1 = 0.16, \alpha_2 = 0.09$. 
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In this example, we compare our method with the two well-known methods. Specifically, we first apply the L1 method to discretize the Caputo derivative in (41) to derive the corresponding numerical scheme, which is called the trapezoidal rule method, see [46]. Since we do not have the integral form as in Case II where fractional orders are small that usually lead to accuracy, although these “correction terms” may not match the singularity of the analytical solutions.

We further test choices of \( \sigma_k \) in Case III where fractional orders are small that usually lead to low regularity of \( Y(t) \). In addition to the choice of \( \sigma_k = \alpha_1 + (\alpha_1 - \alpha_2)(k - 1) \), we also choose \( \sigma_k = 0.1k, 0.15k, 0.2k \) in the computation. All these choices of \( \sigma_k \) yield smaller \( S_m^\sigma = \prod_{i=1}^{m} |\sigma - \sigma_k| \) as \( m \) increases when \( \sigma_m \leq 1 \) and \( \sigma \leq 1 \). In this case, we choose \( m \leq 5 \) in the computation that
Table 10: The absolute error $|e^n|$ at $t = 1$ of the method (18) with $\sigma_k = k\alpha + 0.05$, $\alpha = 0.1$.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$m = 0$</th>
<th>$m = 1$</th>
<th>$m = 2$</th>
<th>$m = 3$</th>
<th>$m = 4$</th>
<th>$m = 5$</th>
<th>$m = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{-5}$</td>
<td>3.9852e-5</td>
<td>6.9546e-6</td>
<td>1.4421e-6</td>
<td>3.5405e-7</td>
<td>1.0639e-7</td>
<td>3.8423e-8</td>
<td>1.2946e-8</td>
</tr>
<tr>
<td>$2^{-6}$</td>
<td>1.9883e-5</td>
<td>3.3948e-6</td>
<td>6.9208e-7</td>
<td>1.6954e-7</td>
<td>5.1231e-8</td>
<td>1.8212e-8</td>
<td>6.2020e-9</td>
</tr>
<tr>
<td>$2^{-7}$</td>
<td>9.9418e-6</td>
<td>1.6515e-6</td>
<td>3.3157e-7</td>
<td>8.1111e-8</td>
<td>2.4573e-8</td>
<td>8.6205e-9</td>
<td>2.9998e-9</td>
</tr>
<tr>
<td>$2^{-8}$</td>
<td>4.9626e-6</td>
<td>8.1023e-7</td>
<td>1.6045e-7</td>
<td>3.9212e-8</td>
<td>1.1887e-8</td>
<td>4.1314e-9</td>
<td>1.4772e-9</td>
</tr>
<tr>
<td>$2^{-9}$</td>
<td>2.4806e-6</td>
<td>3.9600e-7</td>
<td>7.7442e-8</td>
<td>1.8910e-8</td>
<td>5.7307e-9</td>
<td>1.9807e-9</td>
<td>7.2870e-10</td>
</tr>
</tbody>
</table>

Figure 5.1: Numerical solutions and pointwise errors for Cases I and II, $\tau = T/2^8$, and $T = 10$.

leads to $\sigma_m \leq 1$. The pointwise errors are shown in Fig. 5.2. We observe that numerical solutions with higher accuracy are obtained by properly choosing correction terms, which confirms Lemma 2.2.

In conclusion, we again observed that a small number of correction terms leads to more accurate numerical solutions than those from formulas without correction terms. We also discussed how to choose $\sigma_k$ based on some preliminary singularity analysis and error estimates in Lemma 2.2.

Example 5.3. Consider the following fractional diffusion-wave equation

$$
\begin{cases}
\partial_t^2 U + cD^{1+\alpha}_{0,t} U = \partial_x^2 U + f(x,t), & (x,t) \in \Omega \times (0,1], \\
U(x,0) = \sin(2\pi x), & \partial_t U(x,0) = \sin(2\pi x), & x \in \Omega, \\
U(x,t) = 0, & (x,t) \in \partial \Omega \times (0,1],
\end{cases}
$$

(43)

where $\Omega = (-1,1)$ and $0 < \alpha < 1$.

In this example, we consider two cases:
• Case I (Smooth solutions): Choose a suitable source term \( f(x, t) \) such that the exact solution to (43) is \( U(x, t) = (t^4 + t^3 + t^2 + t + 1) \sin(2\pi x) \).

• Case II (Smooth inputs): The source term is \( f = e^{-t} \sin(\pi x) \), the initial conditions in (43) are replaced by \( U(x, 0) = \partial_t U(x, 0) = 0 \), and \( \alpha = \frac{1}{2} \).

We use the LGSEM (36)–(38) to solve (43), where the domain \( \Omega \) is divided into three subdomains, i.e., \( \Omega = (-1, -1/2] \cup [-1/2, 1/2] \cup [1/2, 1) \), and \( N = (24, 32, 24) \).

In Table 11, we present the \( L_2 \) errors at \( t = 1 \) for Case I (smooth solution with \( \sigma_k = k \) in (24)). We choose \( m_1 = m_2 = 0 \) and \( m_3 = 0, 1, 2 \) in the computation and observe that second-order accuracy is observed for \( m_3 = 1, 2 \) and \( \alpha = 0.2, 0.5, 0.8, 0.9 \), which is in line with or even better than the theoretical analysis, see also Remark 4.2. However, for \( m_3 = 0 \), we do not obtain second-order accuracy, especially when \( \alpha \) is close to 1; see also the related numerical results in [11, 19], where second-order accuracy was lost without correction terms.

For Case II, we do not have the explicit analytical solutions. It is known, see page 183 in [1] and [2, 3, 47], that the analytical solution of (43) satisfies \( U(x, t) = c_1(x)t^{\sigma_1} + c_2(x)t^{\sigma_2} + c_3(x)t^{\sigma_3} + \ldots \), where \( \sigma_k = (3 + k)\alpha, k = 1, 2, \ldots \) when \( \alpha = 1/2 \). For simplicity, we choose \( m_1 = m_2 = m_3 = m \) in the computation. The benchmark solutions are obtained with smaller time step size \( \tau = 1/2048 \).

In Table 12, we present the \( L_2 \) errors at \( t = 1 \) and observe second-order accuracy. Moreover, we find that more accurate numerical solutions are obtained when \( m \) increases, which is in line with our theoretical predictions.
Table 11: The $L^2$ errors at $t = 1$ for Case I, $N = (24, 32, 24)$, $m_1 = m_2 = 0$.

<table>
<thead>
<tr>
<th>$m_3$</th>
<th>$\tau$</th>
<th>$a = 0.2$</th>
<th>Order</th>
<th>$a = 0.5$</th>
<th>Order</th>
<th>$a = 0.8$</th>
<th>Order</th>
<th>$a = 0.9$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2$^{-5}$</td>
<td>2.6657e-4</td>
<td>6.1569e-4</td>
<td>1.7772e-3</td>
<td></td>
<td>2.4260e-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2$^{-6}$</td>
<td>6.7681e-5</td>
<td>1.97</td>
<td>1.8086e-4</td>
<td>1.76</td>
<td>6.9840e-4</td>
<td>1.34</td>
<td>1.0494e-3</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>0$^{-7}$</td>
<td>1.7203e-5</td>
<td>1.97</td>
<td>5.4727e-5</td>
<td>1.72</td>
<td>2.8484e-4</td>
<td>1.29</td>
<td>4.6837e-4</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>2$^{-8}$</td>
<td>4.3805e-6</td>
<td>1.97</td>
<td>1.7044e-5</td>
<td>1.68</td>
<td>1.1915e-4</td>
<td>1.25</td>
<td>2.1310e-4</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>2$^{-9}$</td>
<td>1.1178e-6</td>
<td>1.97</td>
<td>5.4503e-6</td>
<td>1.64</td>
<td>5.0648e-5</td>
<td>1.23</td>
<td>9.8050e-5</td>
<td>1.11</td>
</tr>
<tr>
<td>2</td>
<td>2$^{-5}$</td>
<td>1.6225e-4</td>
<td>2.5548e-4</td>
<td>4.2711e-4</td>
<td></td>
<td>5.1769e-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2$^{-6}$</td>
<td>4.2531e-5</td>
<td>1.93</td>
<td>6.4545e-5</td>
<td>1.98</td>
<td>1.0434e-4</td>
<td>1.25</td>
<td>1.2298e-4</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>1$^{-7}$</td>
<td>1.0862e-5</td>
<td>1.96</td>
<td>1.6273e-5</td>
<td>1.99</td>
<td>2.6149e-5</td>
<td>1.98</td>
<td>7.6092e-4</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td>2$^{-8}$</td>
<td>2.7426e-6</td>
<td>1.98</td>
<td>4.0901e-6</td>
<td>1.99</td>
<td>6.6081e-6</td>
<td>1.98</td>
<td>1.0498e-5</td>
<td>2.01</td>
</tr>
<tr>
<td></td>
<td>2$^{-9}$</td>
<td>6.8889e-7</td>
<td>1.99</td>
<td>1.0258e-6</td>
<td>1.98</td>
<td>1.9197e-6</td>
<td>1.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2$^{-5}$</td>
<td>2.5474e-4</td>
<td>4.6474e-4</td>
<td>8.2000e-4</td>
<td></td>
<td>9.9172e-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2$^{-6}$</td>
<td>6.2411e-5</td>
<td>2.02</td>
<td>1.1320e-4</td>
<td>2.03</td>
<td>1.9873e-4</td>
<td>1.98</td>
<td>2.4016e-4</td>
<td>2.04</td>
<td></td>
</tr>
<tr>
<td>2$^{-7}$</td>
<td>1.5464e-5</td>
<td>2.01</td>
<td>7.9792e-5</td>
<td>2.01</td>
<td>4.8842e-5</td>
<td>2.02</td>
<td>5.8955e-5</td>
<td>2.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2$^{-8}$</td>
<td>3.8497e-6</td>
<td>2.00</td>
<td>6.9349e-6</td>
<td>2.00</td>
<td>1.2104e-5</td>
<td>2.01</td>
<td>1.4598e-5</td>
<td>2.01</td>
</tr>
<tr>
<td></td>
<td>2$^{-9}$</td>
<td>9.6047e-7</td>
<td>2.00</td>
<td>1.7279e-6</td>
<td>2.00</td>
<td>3.6316e-6</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 12: The $L^2$ errors at $t = 1$ for Case II, $N = (24, 32, 24)$, $\alpha = 1/2$.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$m = 0$</th>
<th>Order</th>
<th>$m = 1$</th>
<th>Order</th>
<th>$m = 2$</th>
<th>Order</th>
<th>$m = 3$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2$^{-5}$</td>
<td>2.6290e-4</td>
<td>1.7419e-4</td>
<td>3.0941e-5</td>
<td></td>
<td>5.0036e-5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2$^{-6}$</td>
<td>8.8199e-5</td>
<td>1.57</td>
<td>5.6954e-5</td>
<td>1.61</td>
<td>6.1603e-6</td>
<td>2.32</td>
<td>9.3685e-6</td>
<td>2.41</td>
</tr>
<tr>
<td>2$^{-7}$</td>
<td>3.0182e-5</td>
<td>1.54</td>
<td>1.9353e-5</td>
<td>1.55</td>
<td>1.3292e-6</td>
<td>2.21</td>
<td>1.8037e-6</td>
<td>2.37</td>
</tr>
<tr>
<td>2$^{-8}$</td>
<td>1.0260e-5</td>
<td>1.55</td>
<td>6.5824e-6</td>
<td>1.55</td>
<td>3.0150e-7</td>
<td>2.14</td>
<td>3.6715e-7</td>
<td>2.29</td>
</tr>
<tr>
<td>2$^{-9}$</td>
<td>3.3070e-6</td>
<td>1.63</td>
<td>2.1279e-6</td>
<td>1.62</td>
<td>6.8463e-8</td>
<td>2.13</td>
<td>7.7103e-8</td>
<td>2.25</td>
</tr>
</tbody>
</table>

6. Proofs

6.1. Proof of Lemma 2.1

A special case of Lemma 2.1 with $q = 0, 1$ and $\sigma$ being an integer can be found in [29]. We present the proof here for completeness and for all $q$ and $\sigma > 0$.

**Proof.** For $q = 0$ and $U(t) = t^\alpha$, we have

$$
\tau^{\alpha-\beta} B_{0}^{\alpha,n} U = \sum_{k=0}^{n} \omega_{k}(n-k)^{\alpha} = \sum_{k=0}^{n} \omega_{n-k} k^{\alpha}.
$$

(44)

By analyzing the proof of Lemma 3.5 in [17] again, we can obtain

$$
\sum_{k=0}^{n} \omega_{n-k} k^{\alpha} = \frac{\Gamma(\sigma + 1)}{\Gamma(\sigma + 1 - \alpha)} n^{\sigma-\alpha} - \frac{\alpha \Gamma(\sigma + 1)}{2 \Gamma(\sigma - \alpha)} n^{\sigma-\alpha-1} + O(n^{\sigma-\alpha-2}),
$$

(45)
which yields (7) for \( q = 0 \). Now we prove (7) for \( q \neq 0 \). From (45), we have
\[
\tau^\sigma B_{\alpha,n}^q U = \sum_{k=0}^{n+q} \omega_k^{(\alpha)} U(t_{n-k+q}) = \sum_{k=0}^{n+q} \omega_k^{(\alpha)} (n-k+q)^\sigma \\
= \frac{\Gamma(\sigma + 1)}{\Gamma(\sigma + 1 - \alpha)} (n+q)^{\sigma-\alpha} - \frac{\alpha}{2} \frac{\Gamma(\sigma + 1)}{\Gamma(\sigma - \alpha)} (n+q)^{\sigma-\alpha-1} + O((n+q)^{\sigma-\alpha-2}).
\]
(46)

By the fact that \( (1 + q/n)^\sigma = 1 + \sigma q n^{-1} + O(n^{-2}), n \geq |q| \), we have
\[
\sum_{k=0}^{n+q} \omega_k^{(\alpha)} (n-k+q)^\sigma = \frac{\Gamma(\sigma + 1)}{\Gamma(\sigma + 1 - \alpha)} (n^{\sigma-\alpha} + (\sigma-\alpha)qn^{\sigma-\alpha-1}) \\
- \frac{\alpha}{2} \frac{\Gamma(\sigma + 1)}{\Gamma(\sigma - \alpha)} n^{\sigma-\alpha-1} + O(n^{\sigma-\alpha-2}) \quad \text{(47)}
\]

From (45) and (47), we reach (7), which completes the proof. \( \square \)

6.2. Proof of Lemma 2.2

To prove Lemma 2.2, we need the following lemma.

**Lemma 6.1.** Let \( m \) be a positive integer and \( w_{n,r}^{(\alpha)} \) (\( r = 1, 2, ..., m \)) be defined by (12). Suppose that \( \{\sigma_r\} \) are a sequence of strictly increasing positive numbers. Then we have
\[
w_{n,r}^{(\alpha)} = O(n^{\sigma_1-2-\alpha}) + O(n^{\sigma_2-2-\alpha}) + \ldots + O(n^{\sigma_m-2-\alpha}).
\]
(48)

**Proof.** Letting \( U(t) = t^{\sigma_r} \) and \( (p, q) = (0, -1) \) in (10), we derive
\[
\frac{\Gamma(\sigma_r + 1)}{\Gamma(\sigma_r + 1 - \alpha)} n^{\sigma_r-\alpha} = \sum_{k=0}^{n} g_k^{(\alpha)} (n-k)^{\sigma_r} + O(n^{\sigma_r-2-\alpha}).
\]
(49)

Combining (49) and (12) yields a linear system
\[
w_{n,1}^{(\alpha)} + 2\tau w_{n,2}^{(\alpha)} + \ldots + m^{\sigma_r} w_{n,m}^{(\alpha)} = O(n^{\sigma_r-2-\alpha}), \quad r = 1, 2, ..., m,
\]
(50)

which leads to (48). The proof is completed. \( \square \)

**Proof of Lemma 2.2.**

**Proof.** We have \( [RL D_{0,t}^{\alpha} U(t)]_{t=t_n} = A_{p,q}^{m,n} U + \tau^{\sigma-\alpha} H^{n,m,\alpha}(\sigma) \) from (7) and (10), and \( H^{n,m,\alpha}(\sigma) \) satisfies (see Lemma 6.1)
\[
H^{n,m,\alpha}(\sigma) = \frac{\Gamma(\sigma + 1)}{\Gamma(\sigma + 1 - \alpha)} n^{\sigma-\alpha} - \sum_{k=0}^{n} g_k^{(\alpha)} (n-k)^{\sigma} - \sum_{k=1}^{m} w_{n,k}^{(\alpha)} k^{\sigma} \\
= G n^{\sigma-\alpha-2} - \sum_{k=1}^{m} G_k n^{\sigma_k-\alpha-2} + H^{n,m,\alpha}_2(\sigma) = H^{n,m,\alpha}_1(\sigma) + H^{n,m,\alpha}_2(\sigma),
\]
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where $G$ is independent of $n, \tau$, and $\sigma_k (1 \leq k \leq m)$, $G_k$ is independent of $n$ and $\tau$, and $H_{2}^{n,m,\alpha}(\sigma) = O(n^{\sigma_{3} - \alpha}) + O(n^{\sigma_{1} - \alpha}) + \ldots + O(n^{\sigma_{m} - \alpha})$. From Eqs. (3.1) and (3.13) in [17], we can readily obtain both $G$ and $G_k$ are analytical functions with respect to $\sigma$. Hence, $|\partial_{\sigma}^m G| \cdot |\partial_{\sigma}^m G|$ are bounded for a given $r$. Next, we derive a bound for $H_{1}^{n,m,\alpha}(\sigma)$. Since $H_{1}^{n,m,\alpha}(\sigma) = 0$, it implies $H_{1}^{n,m,\alpha}(\sigma) = 0, 1 \leq k \leq m$. It is known that $H_{1}^{n,m,\alpha}(\sigma)$ is infinitely smooth with respect to $\sigma$ and $H_{1}^{n,m,\alpha}(\sigma) = 0$, there exists an $\xi(\sigma) \in \{\min\{\sigma, \sigma_1, \ldots, \sigma_m\}, \max\{\sigma, \sigma_1, \ldots, \sigma_m\}\}$, such that

$$H_{1}^{n,m,\alpha}(\sigma) = \frac{\partial_{\sigma}^m H_{1}^{n,m,\alpha}(\xi(\sigma))}{m!} \prod_{k=1}^{m}(\sigma - \sigma_k).$$

From the boundedness of $|\partial_{\sigma}^m G_k|$, $|\partial_{\sigma}^m G|$, and the following relation

$$|\partial_{\sigma}^m(Gn^{\sigma_{a} - 2})| = \left| \sum_{k=0}^{m} \left( \begin{array}{c} k \\ m \end{array} \right) (\partial_{\sigma}^{m-k} G) n^{\sigma_{a} - 2} \log^{k}(n) \right| \leq Cn^{\sigma_{a} - 2} \log^{m}(n),$$

we have $|\partial_{\sigma}^m H_{1}^{n,m,\alpha}(\sigma)| \leq C(n^{\sigma_{a} - 2} \log^{m}(n) + n^{\sigma_{\max} - \sigma_{\alpha} - 2})$, which leads to

$$H_{1}^{n,m,\alpha}(\sigma) \leq C(\sigma_{\max} n^{\sigma_{a} - 2} \log^{m}(n) + n^{\sigma_{\max} - \sigma_{\alpha} - 2}).$$

With the same reasoning, we can derive that $H_{2}^{n,m,\alpha}(\sigma)$ also satisfies

$$|H_{2}^{n,m,\alpha}(\sigma)| \leq C(\sigma_{\max} n^{\sigma_{a} - 3} \log^{m}(n) + n^{\sigma_{\max} - \alpha - 3} + n^{\sigma_{\max} - 4})$$

where $d$ is a positive integer and $C$ is independent of $n$. From the estimates of $H_{1}^{n,m,\alpha}(\sigma)$ and $H_{2}^{n,m,\alpha}(\sigma)$, we obtain the desired result. The proof is completed.

6.3. Proofs of Theorems 3.1–3.3

We first introduce a lemma.

**Lemma 6.2.** Suppose that $a(z) = \sum_{k=0}^{\infty} a_k z^k$, $b(z) = \sum_{k=0}^{\infty} b_k z^k$, $\alpha$ is real, and $0 \leq \beta \leq 1$. If $|a_k| \leq Ck^\alpha$ and $a(z)\left(1 + \frac{\beta}{2} - \frac{\beta}{2} \right) = b(z)$, then there exists a positive constant $C$ independent of $k$, such that $|b_k| \leq Ck^\alpha$.

**Proof.** From $a(z)\left(1 + \frac{\beta}{2} - \frac{\beta}{2} \right) = b(z)$, we have $b_0 = a_0 \left(1 + \frac{\beta}{2}\right)^{-1}$ and $a_k = \left(1 + \frac{\beta}{2}\right) b_k - \frac{\beta}{2} b_{k-1}, k > 0$, which leads to $b_k = \frac{\beta}{2 + \beta} b_{k-1} + \frac{2}{2 + \beta} a_k$. Since $a_k = O(k^\alpha)$, there exists a positive constant $C_1$ independent of $k$ such that $|a_k| \leq C_1 k^\alpha$. With the mathematical induction method and $C_1 \leq C/2$, we complete the proof.

From Lemma 6.2 and Lemma 3.3 in [21], one can derive the following corollary.

**Corollary 6.1.** Assume that $0 \leq \beta_2 \leq 1$, $\alpha \leq 1$, and $\beta_1$ is real. If $a_n = O(n^\alpha)$ and $(1 - z)^{\beta_1}\left(1 + \frac{\beta_2}{2} - \frac{\beta_2}{2} \right)^{-1} = \sum_{k=0}^{\infty} g_k z^k$, then $|\sum_{k=0}^{n} g_k a_{n-k}| \leq Cn^{\alpha - \beta_1}$. 
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6.3.1. Proof of Theorem 3.1

Proof. Following the similar idea in [51] (see also [19]), we derive that the method (18) is stable if 

\[-\lambda \in \mathbb{S}, \quad \text{where } \mathbb{S} \text{ is defined by } \mathbb{S} = \mathbb{C} \setminus \left\{ \sum_{j=1}^{Q} \nu_j \tau^{-\alpha_j} g^{(\alpha_j)}(z), |z| \leq 1, \tau > 0 \right\}, \]

in which \(g^{(\alpha_j)}(z) = (1 - z)^{\alpha_j} \left( 1 + \frac{\alpha_j}{2} - \frac{\alpha_j}{2} z \right). \) Since \(\text{Re}(g^{(\alpha_j)}(z)) \geq 0 \text{ for all } |z| \leq 1, \tau > 0 \text{ and } 0 < \alpha_j \leq 1, \) the region \(\mathbb{S}\) contains the whole negative real line, i.e., the scheme (18) is stable for any \(\tau > 0. \) This completes the proof.

6.3.2. Proof of Theorem 3.2

Proof. Let \(e^n = Y(t_n) - y^n. \) Then we derive the error equation of (18) as

\[
\sum_{j=1}^{Q} \frac{\nu_j}{\tau^{\alpha_j}} \left[ \sum_{k=0}^{n} g_{n-k}^{(\alpha_j)} e^k + \sum_{r=1}^{m_j} w_{n,r}^{(\alpha_j)} e^r \right] = f(t_n, Y(t_n)) - f(t_n, y^n) + R^n, \tag{51}
\]

where \(R^n = \sum_{j=1}^{Q} O(\tau 2^{\sigma_m+j-2\alpha_j}) \) is defined in (17). By Lemma 3.4 in [20], Eq. (51) can be written in the following form

\[
\nu_1 e^n + \sum_{j=2}^{Q} \frac{\nu_j}{\tau^{\alpha_j-\alpha_1}} \left[ \sum_{k=0}^{n} G_{n-k}^{(j)} e^k + \sum_{r=1}^{m_j} \tilde{g}_{n-k} w_{k,r}^{(\alpha_j)} e^r \right] = \tau^{\alpha_1} \sum_{k=0}^{n} \tilde{g}_{n-k}(f(t_k, Y(t_k)) - f(t_k, y^k)) - \nu_1 \sum_{r=1}^{m_1} \tilde{g}_{n-k} w_{k,0}^{(\alpha_1)} e^r + \tilde{R}^n, \tag{52}
\]

where \(\tilde{R}^n = \tau^{\alpha_1} \sum_{k=0}^{n} \tilde{g}_{n-k} R^k, \) and \(\tilde{g}_k\) and \(G_{n}^{(j)}\) are, respectively, the coefficients of the Taylor expansions of the functions \(\tilde{g}(z) = (1 - z)^{-\alpha_1} \left( 1 + \frac{\alpha_1}{2} - \frac{\alpha_1}{2} z \right)\)

\(G^{(j)}(z) = (1 - z)^{-(\alpha_1-\alpha_j)} \left( 1 + \frac{\alpha_j}{2} - \frac{\alpha_j}{2} z \right) \left( 1 + \frac{\alpha_1}{2} - \frac{\alpha_1}{2} z \right)^{-1}. \)

Assume that \(f(t, Y)\) satisfies the uniform Lipschitz condition, i.e., there exists a positive constant \(L\) such that \(|f(t_k, Y(t_k)) - f(t_k, y^k)| \leq L |Y(t_k) - y^k| = L |e^k|\). Hence, for small enough \(\tau, \) we have

\[
|e^n| \leq C \sum_{j=1}^{Q} \tau^{\alpha_1-\alpha_j} \sum_{k=0}^{n} G_{n-k}^{(j)} |e^k| + C \tau^{\alpha_1} \sum_{k=0}^{n-1} \tilde{g}_{n-k} |e^k| + \rho^n, \tag{53}
\]

where \(\rho^n = C \sum_{j=1}^{Q} \sum_{r=1}^{m_j} \tau^{\alpha_1-\alpha_j} \left| \sum_{k=0}^{n} \tilde{g}_{n-k} w_{k,r}^{(\alpha_j)} \right| |e^r| + C |\tilde{R}^n| \).

It is known that \((1 - z)^{\alpha_1} = \sum_{k=0}^{\infty} \omega_k^{(\alpha_1)} z^k \text{ with } \omega_k^{(\alpha_1)} = O(k^{\alpha_1-1}). \) It then follows from Corollary 6.1 that \(G_{n}^{(j)} = O(k^{\alpha_1-\alpha_j-1})\) and \(\tilde{g}_k = O(k^{\alpha_1-1}). \) We can similarly obtain \(|\sum_{k=0}^{n} \tilde{g}_{n-k} w_{k,r}^{(\alpha_j)}| \leq C n^{\sigma_m+j-2\alpha_j+\alpha_1} \) and \(|\tilde{g}_k| \leq C \tau^{2} \sum_{j=1}^{Q} n^{\sigma_m+j-2\alpha_j+\alpha_1} \). Hence, \(\rho^n \leq C \left( \sum_{k=0}^{n} \sum_{r=1}^{m_j} \tau^{\alpha_1-\alpha_j} |e^r| \right) \leq C \tau^{2} \sum_{j=1}^{Q} \sum_{r=1}^{m_j} \tau^{\sigma_m+j-2\alpha_j+\alpha_1} \). Similar to the proof in [52], we derive (19).

If \(f(t, Y)\) satisfies the local Lipschitz condition with respect to \(Y, \) then we can also derive (19) by the mathematical induction method, which is omitted here, see [52]. This ends the proof. \(\square\)
6.3.3. Proof of Theorem 3.3

We first introduce a lemma.

**Lemma 6.3** ([11]). Suppose that $-1 < \alpha \leq 1$. Then we have
\[ \sum_{n=0}^{K} \left( \sum_{k=0}^{n} g_k^{(\alpha)} v_{n-k} \right) v_n \geq 0, \]
where \( \{v_k\} \) are real numbers and \( g_k^{(\alpha)} \) is defined by (13).

**Proof.** From (51), we have
\[ v_n = \sum_{j=1}^{Q} \sum_{k=1}^{J} \sum_{r=1}^{M} w_{n,r}^{(\alpha_j)} e^r, \]
where
\[ \left\{ \begin{array}{l}
\varepsilon > 0 \\
\text{is a positive constant.}
\end{array} \right. \]

Applying Lemma 6.3 and the Cauchy–Schwarz inequality, we have
\[ \sum_{n=1}^{K} |e^n|^2 \leq \sum_{j=1}^{Q} \sum_{k=1}^{J} \sum_{r=1}^{M} w_{n,r}^{(\alpha_j)} e^r e^n + \sum_{n=1}^{K} |e^n|^2 \]
\[ \leq \sum_{n=1}^{K} R^n e^n - \sum_{j=1}^{Q} \sum_{k=1}^{J} \sum_{r=1}^{M} w_{n,r}^{(\alpha_j)} e^r e^n \]
\[ \leq \frac{1}{2} \sum_{n=1}^{K} |R^n|^2 + |e^n|^2 \]
\[ \leq \frac{1}{4Q} \sum_{j=1}^{Q} \sum_{k=1}^{J} \sum_{r=1}^{M} \tau^{-2\alpha_j} |w_{n,r}^{(\alpha_j)}|^2 |e^r|^2, \]
where \( \epsilon > 0 \) is a positive constant. If we choose \( \epsilon = \frac{1}{4Q} \sum_{j=1}^{Q} \sum_{k=1}^{J} \sum_{r=1}^{M} \tau^{-2\alpha_j} |w_{n,r}^{(\alpha_j)}|^2 |e^r|^2 \), then we have
\[ \sum_{n=1}^{K} |e^n|^2 \leq C \sum_{n=1}^{K} |R^n|^2 + C \sum_{j=1}^{Q} \sum_{k=1}^{J} \sum_{r=1}^{M} \tau^{-2\alpha_j} |w_{n,r}^{(\alpha_j)}|^2 |e^r|^2. \]

Let \( q_j = \sigma_{m_j+1} - \alpha_j \). From (57), (48), and \( |R^n| \leq C \tau^2 \sum_{j=1}^{Q} |n|^{\sigma_{m_j+1} - 2 - \alpha_j} \), we have
\[ \tau \sum_{n=1}^{K} |e^n|^2 \leq C \tau \sum_{n=1}^{K} |R^n|^2 + C \sum_{j=1}^{Q} \sum_{k=1}^{J} \sum_{r=1}^{M} \tau^{-2q_j} |w_{n,r}^{(\alpha_j)}|^2 |e^r|^2 \]
\[ \leq C \sum_{j=1}^{Q} \tau^{2q_j+1} \sum_{n=1}^{J} n^{2q_j-2} + C \max_{1 \leq r \leq m} |e^r|^2 \sum_{j=1}^{Q} \tau^{-2q_j} \sum_{n=1}^{K} n^{2(q_m-q_j-2)} \]
\[ \leq C \sum_{j=1}^{Q} \left( \tau^{2q_j+1} K^{\max\{0,2q_j-3\}} + \max_{1 \leq r \leq m} |e^r|^2 \tau^{-2q_j} K^{\max\{0,2q_m-2q_j-3\}} \right). \]
Let \( q = \min_{1 \leq j \leq Q} \{ q_j \} \). Then we have from the above equation
\[
\tau \sum_{n=1}^{K} |e_n|^2 \leq C \tau^{\min\{4, 2q+1\}} + C \max_{1 \leq r \leq m} |e_r|^2 \sum_{j=1}^{Q} \tau^{1-2a_j} \sum_{j=1}^{Q} \tau^{1-2a_j} K^{\max\{0, 2\sigma_{m}-2a_j-3\}},
\]
which leads to (20). The proof is completed. \( \square \)

6.4. Proofs of Theorems 4.1 and 4.2

We prove the stability and convergence analysis of LGSEM (36)–(38). We first introduce a lemma.

**Lemma 6.4** (Gronwall’s inequality [53]). Suppose that \( \{ \kappa_n \} \), \( \{ \phi_n \} \) and \( \{ p_n \} \) are nonnegative sequence. Let \( \lambda \geq 0 \) and \( \phi_n \) satisfies
\[
\phi_n \leq A + \sum_{j=0}^{n-1} p_j + \sum_{j=0}^{n-1} k_j \phi_j, \quad n \geq 0.
\]
Then we have \( \phi_n \leq \left( A + \sum_{j=0}^{n-1} p_j \right) \exp \left( \sum_{j=0}^{n-1} k_j \right) \).

6.4.1. Proof of Theorem 4.1

**Proof.** Letting \( v = 2\tau v_n^{n+\frac{3}{2}} \) in (36) and \( u = 2\mu \tau u_n^{n+\frac{1}{2}} \) in (37), and eliminating the intermediate term \( 2\mu \tau (\partial_x u_N^{n+\frac{1}{2}}, \partial_x v_N^{n+\frac{3}{2}}) \), we obtain
\[
\|v_n^{n+\frac{3}{2}}\|^2 - \|v_n^n\|^2 + 2\nu \tau^{1-\alpha} \sum_{k=0}^{n} g_k^{(n)} (v_N^{n-k+\frac{1}{2}}, v_N^{n+\frac{3}{2}}) + \mu (\|\partial_x u_N^{n+\frac{3}{2}}\|^2 - \|\partial_x u_N^n\|^2)
= 2\nu \tau^{1-\alpha} \left[ C_n (v_N^n, v_N^{n+\frac{3}{2}}) - \sum_{r=1}^{m_3} W_{n,r} (v_N^n - v_N^0, v_N^{n+\frac{1}{2}}) \right] - \sum_{r=1}^{m_2} v_{n,r} (v_N^n - v_N^0, v_N^{n+\frac{1}{2}})
- 2\mu \sum_{r=1}^{m_1} u_{n,r} (\partial_x u_N^n - u_N^0, \partial_x v_N^{n+\frac{1}{2}}) + 2\tau (I_N f^{n+\frac{1}{2}}, v_N^{n+\frac{3}{2}}),
\]
where \( C_n \) and \( W_{n,r} (r = 1, 2) \) are defined by
\[
C_n = \sum_{k=0}^{n} g_k^{(n)} = O(n^{-\alpha}), \quad (59)
W_{n,r} = \frac{1}{2} (w_{n,r}^{(n)} + w_{n+1,r}^{(n)}), \quad (60)
\]
in which \( \{ w_{n,r}^{(n)} \} \) are defined by (12) with \( \sigma_r \) replaced by \( \sigma_r - 1 \). Here \( C_n = O(n^{-\alpha}) \) can be derived from the fact \( \sum_{k=0}^{n} \omega_k^{(n)} = O(n^{-\alpha}) \) (see Lemma 3.4 in [21]) and the definition of \( g_k^{(n)} \) (see (13)). Also, \( |W_{n,r}| \leq C \tau^{\sigma_{m_s}-3-\alpha} \) can be derived from Lemma 6.1 with \( \sigma_m = \sigma_{m_s} - 1 \) in (48).
Summing up \( n \) from 0 to \( K \) and applying Lemma 6.3, we obtain
\[
\| v_{N}^{K+1} \|^2 + \mu \| \partial x u_{N}^{K+1} \|^2 \leq \| v_{N}^{0} \|^2 + \mu \| \partial x u_{N}^{0} \|^2 + 2 \tau \sum_{n=0}^{K} (I_{N} f^{n+\frac{1}{2}}, v_{N}^{n+\frac{1}{2}}) + 2 \nu \tau^{1-\alpha} \sum_{n=0}^{K} C_{n} (v_{N}^{n}, v_{N}^{n+\frac{1}{2}}) - 2 \nu \tau^{2-\alpha} \sum_{n=0}^{K} \sum_{r=1}^{m_{3}} W_{n,r} ((v_{N}^{r} - v_{N}^{r})/\tau, v_{N}^{n+\frac{1}{2}})\]
\[\leq - \tau \sum_{n=0}^{K} \sum_{r=1}^{m_{3}} u_{n,r} (v_{N}^{r} - v_{N}^{r})/\tau \]
\[-2 \nu \tau \sum_{n=0}^{K} \sum_{r=1}^{m_{3}} u_{n,r} (\partial x (u_{N}^{r} - u_{N}^{r})/\tau - r \partial x u_{N}^{r} u_{N}^{n+\frac{1}{2}}) + C \tau \sum_{n=0}^{K} \sum_{r=1}^{m_{3}} \| v_{n,r} \| (\| v_{N}^{r} - v_{N}^{r} \|/\tau + \| v_{N}^{n+\frac{1}{2}} \|^2)\]
\[= C \tau \sum_{n=0}^{K} \sum_{r=1}^{m_{3}} |u_{n,r}| (\| v_{N}^{r} - v_{N}^{r} \|/\tau + \| v_{N}^{n+\frac{1}{2}} \|^2)\]
(61)

Applying the Cauchy–Schwarz inequality yields
\[
\| v_{N}^{K+1} \|^2 + \mu \| \partial x u_{N}^{K+1} \|^2 \leq \| v_{N}^{0} \|^2 + \mu \| \partial x u_{N}^{0} \|^2 + C \tau \sum_{n=0}^{K} \left( \| f^{n+\frac{1}{2}} \|^2 + \| v_{N}^{n+\frac{1}{2}} \|^2 \right) + C \tau^{1-\alpha} \sum_{n=0}^{K} \left[ C_{n} (\| u_{N}^{n} \|^2 + \| v_{N}^{n+\frac{1}{2}} \|^2) + \tau \sum_{r=1}^{m_{3}} W_{n,r} ((v_{N}^{r} - v_{N}^{r})/\tau + \| v_{N}^{n+\frac{1}{2}} \|^2)\right]
\[+ C \tau \sum_{n=0}^{K} \sum_{r=1}^{m_{3}} |u_{n,r}| \left( \| v_{N}^{r} - v_{N}^{r} \|^2 + \| v_{N}^{n+\frac{1}{2}} \|^2 \right)\]
(62)

where \( C \) is a positive constant independent of \( \tau, h, n, k \) and \( K \). For simplicity, we denote
\[
S_{1}^{K} = \sum_{n=1}^{K} n_{1}^{\sigma_{m_1} - 3}, \quad S_{2}^{K} = \sum_{n=1}^{K} n_{2}^{\sigma_{m_2} - 4}, \quad S_{3}^{K} = \sum_{n=1}^{K} n_{3}^{\sigma_{m_3} - 3 - \alpha}.
\]
(63)

Then we obtain
\[
S_{1}^{K} = \sum_{n=1}^{K} n_{1}^{\sigma_{m_1} - 3} \leq C \max \{1, K^{\sigma_{m_1} - 2}\}, \quad S_{2}^{K} = \sum_{n=1}^{K} n_{2}^{\sigma_{m_2} - 4} \leq C \max \{1, K^{\sigma_{m_2} - 3}\},
\]
\[S_{3}^{K} = \sum_{n=1}^{K} n_{3}^{\sigma_{m_3} - 3 - \alpha} \leq C \max \{1, K^{\sigma_{m_3} - 3 - \alpha}\}.
\]
(64)

Note from (59), (60), and Lemma 6.1 that
\[
|W_{n,r}| \leq C n_{1}^{\sigma_{m_1} - 3 - \alpha}, \quad |v_{n,r}| \leq C n_{1}^{\sigma_{m_2} - 4}, \quad |u_{n,r}| \leq C n_{1}^{\sigma_{m_1} - 3}, \quad C_{n} = O(n^{-\alpha}).
\]
(65)
Hence, we derive from (62)–(64)
\[ ||v_{K+1}^N||^2 + \mu ||\partial_x u_{K+1}^N||^2 \leq C(||v_0^N||^2 + \mu ||\partial_x u_0^N||^2 + ||\partial_x v_0^N||^2) \]
\[ + C \sum_{n=1}^{K+1} \left( \tau^{1-\alpha} n^{-\alpha} + \tau + \tau^{2-\alpha} n^{\sigma_{m3} - 3 - \alpha} + \tau n^{\sigma_{m2} - 4} \right) ||v_n^0||^2 \]
\[ + C \tau \sum_{n=1}^{m_2} \sigma^{m_1 - 3} ||\partial_x u_n^0||^2 + C \tau^{1-\alpha} ||v_0^0||^2 \sum_{n=0}^{K} |C_n| + C \tau \sum_{n=0}^{K+1} ||f_n||^2 \]
\[ + C \tau \sum_{r=1}^{m_2} ||\delta t v_{N}^{r-\frac{1}{2}}||^2 S_{K}^r + C \tau^{2-\alpha} \sum_{r=1}^{m_2} ||\delta t v_{N}^{r-\frac{1}{2}}||^2 S_{K}^r + C \tau \sum_{n=0}^{K+1} ||\partial_x \delta t u_{N}^{r-\frac{1}{2}}||^2 S_{K}^r. \]

For small enough \( \tau \), using the assumption \( \sigma_{m1} \leq 3, \sigma_{m2}, \sigma_{m3} \leq 4 \), and (64), we can get from the above inequality
\[ ||v_{K+1}^N||^2 + \mu ||\partial_x u_{K+1}^N||^2 \leq \rho^K + C \sum_{n=1}^{K} d_n (||v_0^N||^2 + \mu ||\partial_x u_0^N||^2), \] (66)

where \( d_n = \tau^{1-\alpha} n^{-\alpha} + \tau + \tau^{2-\alpha} n^{\sigma_{m3} - 3 - \alpha} + \tau n^{\sigma_{m2} - 4} + \tau n^{\sigma_{m1} - 3} \), and
\[ \rho^K = C \left( ||v_0^0||^2 + \mu ||\partial_x u_0^0||^2 + ||\partial_x v_0^0||^2 + \tau \sum_{r=1}^{m_2} ||\partial_x \delta t v_{N}^{r-\frac{1}{2}}||^2 S_{K}^r \right. \]
\[ + \tau \sum_{r=1}^{m_2} ||\delta t v_{N}^{r-\frac{1}{2}}||^2 S_{K}^r + \tau^{2-\alpha} \sum_{r=1}^{m_3} ||\delta t v_{N}^{r-\frac{1}{2}}||^2 S_{K}^r + \tau \sum_{n=0}^{K+1} ||f_n||^2 \left. \right). \] (67)

Applying Gronwall’s inequality (Lemma 6.4) yields
\[ ||v_{K+1}^N||^2 + \mu ||\partial_x u_{K+1}^N||^2 \leq \rho^K \exp \left( C \sum_{n=1}^{K} d_n \right). \] (68)

Using the condition \( \sigma_{m1} \leq 3 \) and \( \sigma_{m2}, \sigma_{m3} \leq 4 \) leads to
\[ \sum_{n=1}^{K} d_n \leq C(T^{1-\alpha} + T^{2-\alpha} + T + 1). \] (69)

Applying (64), \( \sigma_{m1} \leq 3 \) and \( \sigma_{m2}, \sigma_{m3} \leq 4 \) yields
\[ \rho^K \leq C(||v_0^0||^2 + \mu ||\partial_x u_0^0||^2 + ||\partial_x v_0^0||^2) + C \sum_{r=1}^{m_1} ||\partial_x \delta t v_{N}^{r-\frac{1}{2}}||^2 \]
\[ + C \sum_{r=1}^{m_2} ||\delta t v_{N}^{r-\frac{1}{2}}||^2 + C \sum_{r=1}^{m_3} ||\delta t v_{N}^{r-\frac{1}{2}}||^2 + C \tau \sum_{n=0}^{K+1} ||f_n||^2. \] (70)

Combining (68)–(70) reaches the conclusion. This completes the proof. \( \square \)
6.4.2. Proof of Theorem 4.2

We now focus on the convergence of the scheme (36)–(38). Introduce the projector \( P_{N}^{1,0} : H_0^1(\Omega) \to V_0^N \) as
\[
(\partial_x(P_{N}^{1,0} u - u), \partial_x v) = 0, \quad u \in H_0^1(\Omega), \quad \forall v \in V_0^N.
\]
The properties of the interpolation and projection operators are listed below.

Lemma 6.5 ([54]). If \( u \in H^r(\Omega) \), \( r \geq 0 \), then we have
\[
\| \partial_x^l(u - I_N u) \| \leq C h^{r-l} \| u \|_{H^r(\Omega)}, \quad l = 0, 1.
\]

Lemma 6.6 ([54]). If \( u \in H^r(\Omega) \cap H_0^1(\Omega), \quad r \geq 1 \), then
\[
\| \partial_x^l(u - P_{N}^{1,0} u) \| \leq C h^{r-l} \| u \|_{H^r(\Omega)}, \quad l = 0, 1.
\]

Denote by \( e_u = u_N - P_{N}^{1,0} U \), \( \eta_u = U - P_{N}^{1,0} U \), \( e_v = v_N - I_N^0 V \), and \( \eta_v = V - P_{N}^{1,0} V \). Then we get the error equation of (36)–(38) as follows
\[
(\partial_t e_{u}^{n+\frac{1}{2}}, v) + \frac{1}{\tau} \sum_{r=1}^{m_2} v_{n,r}(e_{u}^{r} - e_{v}^{0}, v) + \frac{\nu}{2} \left[ (A_{0,-1}^{\alpha,n,m}(e_{v}^{r} - e_{v}^{0}, v) + (A_{0,-1}^{\alpha,n,m}(e_{v}^{r} - e_{v}^{0}, v) \right)
\]
\[
+ \mu \left( \partial_x(e_{u}^{r} + 1 + 1/m), \partial_x v \right) = (G^{n}, v),
\]
(72)
\[
(\delta_t \partial_x e_{u}^{n+\frac{1}{2}}, \partial_x u) + \frac{1}{\tau} \sum_{r=1}^{m_1} u_{n,r}(e_{u}^{r} - e_{u}^{0} - \tau \partial_v e_{v}^{0}, v) - (\partial_x e_{u}^{n+\frac{1}{2}}, \partial_x u) = (H^{n}, u),
\]
(73)
where \( u, v \in V_0^N \), \( H^{n} = O(\tau^2 t_n^{m_1+1-3}) \), and
\[
G^{n} = \delta_t \partial_x \eta_{v}^{n+\frac{1}{2}} + \frac{1}{\tau} \sum_{r=1}^{m_2} v_{n,r}(e_{v}^{r} - e_{v}^{0}) + \frac{\nu}{2} \left[ (A_{0,-1}^{\alpha,n,m}(\eta_{v}^{r} - \eta_{v}^{0}) + (A_{0,-1}^{\alpha,n,m}(\eta_{v}^{r} - \eta_{v}^{0}) \right)
\]
\[
+ I_N f^{n+1} - f^{n+1} + O(\tau^2 t_n^{m_2+1-3}) + O(\tau^2 t_n^{m_2+1-3-\alpha}).
\]

Proof. From Theorem 4.1, (72)–(73), and the properties \( e_{v}^{0} = e_{u}^{0} = 0 \), we can similarly derive
\[
\| e_{v}^{n} \|^2 + \mu \| \partial_x e_{u}^{n} \|^2 \leq C R_{n,1,m+1}(e) + C \tau \sum_{k=0}^{n} \| G^k \|^2 + \| H^k \|^2,
\]
(74)
where
\[
R_{m_1,m_2,m_3}(e) = \sum_{k=1}^{m_1} \| \partial_x(k^{1-k} \partial_v)^2 + \sum_{k=1}^{m_2} \| \partial_v(k^{1-k} \partial_v)^2 + \sum_{k=1}^{m_3} \| \partial_x(k^{1-k} \partial_x)^2.
\]

It is easy to obtain \( \| H^n \| \leq C n^{m_1+3-3} r^{-m_1+1} \) and
\[
\| G^n \| \leq C h^{2} + n^{m_2+1-4} r^{-m_2+1} + n^{m_3+1-3-\alpha} r^{-m_3+1-1-\alpha}.
\]

From (74) and the boundedness of \( \| G^n \| \) and \( \| H^n \| \), we derive
\[
\| e_{v}^{n} \|^2 + \mu \| e_{u}^{n} \|^2 \leq C \left( h^{2r} + R_{m_1,m_2,m_3}(e) + \tau^{2} \sum_{k=1}^{n} k^{2(\sigma_k+1-3)} \right) + \tau^{2} \sum_{k=1}^{n} k^{2(\sigma_k+1-3)} + \tau^{2} \sum_{k=1}^{n} k^{2(\sigma_k+1-3-\alpha)},
\]
(75)
Using the assumption \( \sigma m_1 \leq 3, \sigma m_2, \sigma m_3 \leq 4 \) and applying the property \( \sum_{k=1}^{n} k^\beta \leq C \max\{1, n^{1+\beta}\}, \beta \in \mathbb{R}, \beta \neq -1 \), we obtain
\[
\|e^n_v\|^2 + \mu\|\partial_x e^n_u\|^2 \leq C\left(h^{2r} + R^{m_1,m_2,m_3}(e) + \tau^{\min\{4,2\sigma m_1+1-1,2\sigma m_2+1-3,2\sigma m_3+1-1-2\alpha\}}\right).
\]

We can get \( R^{m_1,m_2,m_3}(e) \leq C(h^{2r-2} + \tau^{\min\{4,2\sigma m_1+1-1,2\sigma m_2+1-3,2\sigma m_3+1-1-2\alpha\}}) \) from the assumption, hence
\[
\max\{\|e^n_v\|, \|\partial_x e^n_u\|\} \leq C\left(\tau^{\min\{2,\sigma m_1+1-0.5,\sigma m_2+1-1.5,\sigma m_3+1-0.5-\alpha\}} + h^{r-1}\right).
\]

Applying the triangle inequality \( \|\partial_x (u^n_N - U(t_n))\| \leq \|\partial_x e^n_u\| + \|\partial_x \eta^n_u\| \) and Lemma 6.6 yields the desired result.

7. Summary

In this work, we obtained the asymptotic expansion of the error equation of the WSGL formula (9) proposed in [10]. The WSGL formula is second-order accurate far from \( t = 0 \) but is not second-order accurate near \( t = 0 \). Hence second-order convergence is not expected when the formula is applied to time-fractional differential equations. We then followed Lubich’s approach by adding the correction terms to the WSGL formula and obtained a modified formula with global second-order accuracy both around and far from \( t = 0 \). We applied our modified formula to solve two-term FODEs and two-term time-fractional anomalous diffusion equations and proved the stability and second-order convergence in time.

We found that only a small number of the correction terms is needed to improve convergence order and accuracy regardless of regularity of the analytical solutions. We showed both theoretically and numerically that a few correction terms are sufficient to obtain relatively high accuracy at \( t = 0 \) and thus improve the convergence order and accuracy far from \( t = 0 \). With a few correction terms, we avoid solving the linear system with an exponential Vandermonde matrix of large size to obtain starting weights. We observed that with no more than 10 terms, the linear system can be accurately solved with double precision without harming the accuracy of the second-order formula. Moreover, the correction terms do not have to exactly match the singularity indexes of solutions to FDEs. Even when we do not know the precise singularity indices of solutions to FDEs, we provided some empirical guidelines to choose correction terms.

In the current work, we have focused on the WSGL formulas, however, the methodology proposed here can be also applied to recover globally high accuracy for some other high-order formulas, see [6, 12–15, 20, 26, 45], where the high-order accuracy requires vanishing initial/boundary values of the corresponding function, even vanishing values of higher-order derivatives at boundaries.

The WSGL formula cannot attain the global second-order accuracy when the solution of the considered FDEs has singularity in the interior domain in which the fractional operator is defined. If we know where the singularity is, then the interpolation method, e.g. the L1 method [8] and the fractional Adams method [1], could approximate the fractional operators more accurately. The present method can also be extended to the single-term and other type time- and/or space-fractional differential equations.
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