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Abstract

We present a phase-field/ALE method for simulating fluid-structure interactions (FSI) in two-phase flow. We solve the Navier-Stokes equation coupled with the Cahn-Hilliard equation and the structure equation in an arbitrary Lagrangian Eulerian (ALE) framework. For the fluid solver, a spectral/hp element method is employed for spatial discretization and backward differentiation for time discretization. For the structure solver, a Galerkin method is used in Lagrangian coordinates for spatial discretization and the Newmark-β scheme for time discretization. The mesh is updated from the initial configuration by a harmonic mapping constructed from the velocity of the interface between the fluid and the structure subdomains. To test the accuracy of the phase-field approach of this multi-physics method, we first simulate two-phase co-annular laminar flow in a stationary pipe and compare the results with the analytical solution. To test the accuracy of the FSI solver, we simulate a pipe conveying single-phase flow and compare the results with an existing validated code [1]. Finally, we present two numerical simulations of FSI in two-phase flow, specifically, in a flexible pipe conveying two fluids that induce self-sustained oscillations, and in external cross flow past a circular cylinder that modifies the classical vortex street due to a Kelvin-Helmholtz

*Corresponding author
Email address: george_karniadakis@brown.edu 401-863-1217 (G.E. Karniadakis)

Preprint submitted to Elsevier
April 26, 2016
instability. These three-dimensional simulations demonstrate the capability of the method in dealing with FSI problems in two-phase flow with moving grids as well as its robustness and efficiency in handling different fluids with large contrast in physical properties.
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1. Introduction

There are many applications of fluid-structure interactions (FSI) involving two-phase flow, for example, in pipes conveying gas or oil in industry [2, 3, 4], vapour-liquid mixtures in heat exchangers [5, 6], air entrainment in hydraulic structures in civil engineering [7], and even blood flow through arteries in biological systems [8, 9]. Among these, we focus here on a pipe conveying two different fluids, and on a pipe submerged in two different fluids, which may experience large vibrations that if not controlled properly they will cause severe damage to large-scale power systems such as pipe leaks, fatigue failures and even explosions [10]. There is already an extensive body of literature on FSI in single-phase flow that includes both experimental and numerical studies, documenting the relevant instabilities, i.e., buckling and flutter-like oscillations [10, 11]. However, for FSI in two-phase flow so far most of the work has been focused on experiments, e.g., pipes conveying two fluids [3, 4, 12], and two-phase external cross flow past a cylinder [3, 13, 14, 15, 16, 17]. For pipes conveying two fluids, different flow regimes have been observed such as slug flow and churn flow [3, 18] but still the complex physics mechanisms behind the fluidelastic instabilities induced in flexible pipes have not been fully explained [18]. Moreover, other physical mechanisms associated with deformable interfaces between the fluid phases [19], as well as details of the interaction that occurs between hydrodynamic fluid forces and structure reacting forces [20] or induced structure vibrations have not been yet understood. Unlike the experimental work, there are very few reports on numerical simulations of FSI in two-phase flow and they mostly rely on drastically simplified models [18, 21]. In [21], a theoretical analysis of the effects of two-phase flow properties on the structure vibration based on a fluid-shell model is presented whereas
in [18] a fluidelastic model assuming a simplified two-phase flow with uniform velocity is employed.

In order to accurately model FSI in two-phase flow, the challenge is to resolve the multiphysics emerging from the different properties of the fluids, the dynamics of the structure, and the distortions associated with the mesh movement while maintaining reasonable computational efficiency. In our approach, we adopt the phase-field formulation, the Galerkin method, and the ALE technique for the two-phase flow solver, structure solver, and mesh updating, respectively.

The phase-field approach [22, 23, 24, 25, 26, 27, 28] enjoys several advantages in handling two-phase flow among other available methods, i.e., level-set, volume-of-fluids, or front tracking [29, 30, 31, 32, 33, 34]. First, it is based on the minimization of the free energy and hence it can handle moving contact lines and deal with morphological changes of the interface. Second, the unified set of governing equations formulated over the entire domain can be solved on a fixed grid in a purely Eulerian fashion [22]. On the other hand, the computational complexity of the phase-field method increases as we have to deal with a fourth-order equation and variable properties throughout the domain. Here, we follow the algorithm in [22, 23] to deal with the system of Navier-Stokes and Cahn-Hilliard equations, which has the advantage of a fully decoupled system after discretization that can handle large fluid contrasts, e.g., density ratio, which is an important parameter for the dynamics of FSI in two-phase flow [21]. We employ the Galerkin method for the structure equation since it has good accuracy and can deal effectively with different boundary conditions by selecting appropriately the trial basis [11, 35]. Here, the structure is modeled by the Euler-Bernoulli beam equation [11], taking into account both flexural and external tension effects. There are
more general models for the structure, i.e., shell equation [21, 36], but the form considered here is sufficient for demonstrating the multi-physics coupling. Finally, we use the ALE technique to represent the interaction between the fluid and structure subdomains in our method. ALE, originally developed by [37, 38, 39], overcomes the shortcomings of purely Lagrangian and purely Eulerian descriptions and leads to accurate treatment of FSI [40]. Although ALE may be computationally more expensive [41] compared to other techniques, i.e., the coordinate transformation [1] or the use of non-conforming mesh with immersed boundary methods [41], it combines generality and accuracy that is required for FSI in two-phase systems.

The paper is organized as follows. In the next section we develop the numerical algorithm for solving the Navier-Stokes equation coupled with the Cahn-Hilliard equation and the structure equation in the ALE framework. In section 3, we test the accuracy of our method by simulating two-phase co-annular laminar flow in a stationary pipe and compare the results with the analytical solutions. Subsequently, we test the fluid and structure solvers and the interaction of the two by simulating a flexible pipe conveying single-phase flow and compare the results with those obtained from another validated code [1]. In section 4, we present two direct numerical simulations, first of a pipe conveying two-phase flow, and second of two-phase external cross flow past a circular cylinder. We conclude in section 5 with a short summary. The appendices include details of each algorithm and values of all the parameters used in the numerical tests.
2. Numerical methods and computational framework

2.1. Problem setup

In FSI problems, the domain $\Omega \subset \mathbb{R}^3$ is composed of two parts: the subdomain $\Omega_f$ occupied by the fluid, and the subdomain $\Omega_s$ occupied by a compliant or deformable structure, as shown in Fig. 1. The fluid subdomain $\Omega_f$ contains two fluids, i.e., the first fluid (phase 1) and the second fluid (phase 2). There is a common boundary between the two subdomains, which is the fluid-structure interface $\Sigma(t) = \Omega_f \cap \Omega_s$. The domain $\Omega$ is moving with the movement of the interface $\Sigma(t)$.

The fluid model, characterized by the Navier-Stokes and Cahn-Hilliard equations, is stated in the ALE framework [42]. The structure model, governed by the Euler-Bernoulli beam equation (including tension) for internal flow or the elastically mounted cylinder motion equation for external cross flow, is stated in a purely Lagrangian approach. There are four sets of variables in this system: the fluid velocity $u(x,t)$, the mesh velocity $w(x,t)$, the structure displacement $\eta(x,t)$ and the phase-field variable $\phi(x,t)$. Here $x$ and $X$ are the
position vectors in the deformed configuration and initial configuration, respectively, while \( s \) denotes the Lagrangian coordinate. A complete list of all symbols is presented in Table 1.

### 2.2. Mathematical formulation and physical model

We present all the governing equations next for the multi-physics problem we consider.

**Two-phase fluid model:**

\[
\rho \left( \frac{\partial u}{\partial t} + (u - w) \cdot \nabla u \right) = -\nabla p + \nabla \cdot \left[ \mu \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} \right) \right] - \lambda \nabla \cdot (\nabla \phi \nabla \phi) + f(x, t), \quad (1a)
\]

\[
\nabla \cdot u = 0, \quad (1b)
\]

\[
\frac{\partial \phi}{\partial t} + (u - w) \cdot \nabla \phi = -\lambda \gamma_1 \nabla^2 \left[ \nabla^2 \phi - h(\phi) \right] + g(x, t), \quad (1c)
\]

\[
\nabla^2 w = 0, \quad \text{on } \Omega_f \quad (1d)
\]

\[
w = \frac{\partial \eta}{\partial t}, \quad \text{on } \Sigma(t) \quad (1e)
\]

Among the set of Eqs. (1a)-(1e), (1a) is the Navier-Stokes equation, (1b) is the incompressibility condition on the velocity, (1c) is the Cahn-Hilliard equation and (1d) is the harmonic mapping from the initial configuration to the current configuration. Eq. (1e) enforces the continuity of the velocities on the interface \( \Sigma(t) \) across the fluid and structure subdomains. Dirichlet or Neumann boundary conditions are imposed in the fluid subdomain \( \Omega_f \). Dynamic contact angle boundary conditions are imposed for the phase-field variable \( \phi(x, t) \) [23]; for simplicity, here we use a contact angle 90°. Boundary and initial conditions for Eqs. (1a) - (1c) are given as in [22] and for Eqs. (1d)-(1e) as in [43]; see also Appendix A. We employ the spectral element method in space and backwards differentiation formulas (BDF) in time to discretize the Navier-Stokes and Cahn-Hilliard equations on the fluid subdomain \( \Omega_f \), i.e., Eqs. (1a)-(1c). The discretized formulations for Eqs. (1a)-(1c) are given as
in [22] and for Eqs. (1d)-(1e) as in [43]; see also Appendix B.

Structure model:

Let \( \eta(s, t) = (q_x, q_y, q_z) \) represent the structure displacements, where \( q_x, q_y \) and \( q_z \) denote out-of-plane, vertical and axial displacements, respectively. In this paper, in order to simplify the presentation of the results we assume that the pipe vibrates only in vertical (y) direction with \( q_x, q_z = 0 \). This is typically the case for low Reynolds number but at high Reynolds number and for a certain parameter range, out-of-plane motion and even axial oscillations may arise. The motion of the structure is given by the mixed beam-elastically mounted cylinder equation:

\[
m_s \frac{\partial^2 q_y}{\partial t^2} + E I \frac{\partial^4 q_y}{\partial s^4} - T \frac{\partial^2 q_y}{\partial s^2} = F_y,
\]

which simplifies to an elastically mounted cylinder equation if we model the vibration through a spring-mass-damper system, i.e.,

\[
m_s \frac{\partial^2 q_y}{\partial t^2} + k q_y = F_y.
\]

For Eq. 2, we assume that both ends of the slender structure with length \( L \) are simply supported and apply the following boundary conditions:

\[
q_y|_{z=0} = 0, \quad \frac{\partial^2 q_y}{\partial s^2}|_{z=0} = 0, \quad q_y|_{z=L} = 0, \quad \frac{\partial^2 q_y}{\partial s^2}|_{z=L} = 0.
\]

For Eq. 2, we employ the Galerkin method [11] for discretization in space, using as basis functions the eigenfunctions of a beam, \( \phi_k(s, t) \), for the vertical displacement. The displacement can be represented as a series of the basis functions:

\[
q_y(s, t) = \sum_{k=1}^{N} q_{y_k}(t) \phi_k(s, t),
\]
where $N$ is the total number of the eigenmodes, $\phi_k(t) = \sin(k\pi s)$ are the basis functions, and $q_{yk}(t)$ are unknown functions of time to be determined. The resulting ordinary differential equations in matrix form are:

$$M_{ij}\ddot{q}_{yj} + K_{ij}q_{yj} = Q_y, \quad (5)$$

where $M$ and $K$ are the mass and stiffness coefficient matrices resulted from the linear terms in the vertical direction, and $Q_y$ are the resulting matrices from discretizing the fluid force term $F_y$, see Appendix C. The size of this set of ordinary differential equations depends on the number of Galerkin modes $N$ used in the discretization.

For Eq. 2 and Eq. 3, we use the Newmark-$\beta$ scheme with $\beta = 0.25$ for time discretization.

### 2.3. Algorithm Implementation

Instead of following the monolithic approach and solve for all state variables simultaneously (an approach that may not easily scale up to many processors), we instead employ a partitioned algorithm, whereby in each iteration step, the fluid and structure solvers are solved separately and interact by exchanging suitable transmission conditions at the interface $\sum(t)$, as sketched in Fig. 2. In summary, at the $n$-th time step, we solve the FSI system using the following algorithm:

1. (Solid) Solve the structure Eq. (5) with hydrodynamic fluid forces applied by the fluid, then update the structure solver results $((\eta), (\ddot{\eta}), (\dot{\eta}))$.

2. (Interface) Pass the velocity $\dot{\eta}$ at the interface from structure to fluid.

3. (Fluid) Solve the Navier-Stokes and Cahn-Hilliard Eqs. (1a)-(1c) and calculate the hydrodynamic forces $\langle F_{y,t} \rangle = \int([-p^s\mathbf{I} + \mu(\nabla u^s + (\nabla u^s)^T)]n_f)ds$, where the integration
is performed around the circumference of the beam at each spanwise location and \( \mathbf{n}_f \) is the normal vector of fluid subdomain pointing outward on the interface \( \Sigma(t) \) [1].

4. (Mesh) Update the mesh velocity boundary condition at the interface with \( \mathbf{w}^n = \mathbf{n}^a \).

5. (Mesh) Obtain the mesh velocity \( \mathbf{w}^n \) by solving (1d).

6. (Mesh) Update the mesh positions for the fluid subdomain using numerical integration, i.e.,

\[
\frac{\mathbf{x}^n - \sum_{i=1}^{j} \hat{\alpha}_i \mathbf{x}^{n-i}}{\Delta t} = \sum_{i=1}^{j} \hat{\check{\alpha}}_i \mathbf{w}^{n-i}.
\]

(6)

Here \( \hat{\alpha}_i \) and \( \hat{\check{\alpha}}_i \) are the coefficients for the corresponding time integration schemes, as in [44]; details about the mesh updating can be found in [43].

7. Go to time step \( n + 1 \).

The partitioned algorithm is stable even for low mass ratios by applying the technique of fictitious added mass or fictitious pressure [45, 46]. The fluid and structure interaction requires passing the hydrodynamic fluid force to structure and updating the structure.

\[ \text{Figure 2: FSI coupling procedure at time step } n. \text{ } F_{x,y,z} \text{ stands for the hydrodynamic fluid force acting upon the slender structure at the interface.} \]
displacement and velocity every time step. In the following, we show how we calculate the hydrodynamic fluid forces \( F_y \) acting on the interface \( \Sigma(t) \), where \( F_{(y,t)} = \int \left( -p^n I + \mu(\nabla u^n + (\nabla u^n)^T) \right) n_f ds \). Here \( p \) is pressure, \( \rho(\phi) = \frac{(\rho_1 + \rho_2)}{2} + \frac{(\rho_1 - \rho_2)}{2} \phi \) is the fluid density, and \( n_f \) is the normal vector at the interface.

1. Calculate \( \mu = \frac{(\mu_1 + \mu_2)}{2} + \frac{(\mu_1 - \mu_2)}{2} \phi \). (Note: \( \mu \) is the dynamic viscosity)

2. Calculate the \( n_f \) on interface \( \Sigma(t) \).

3. Obtain the values of \( u, p, \mu \) and \( n_f \) on the quadrature points at the interface \( \Sigma(t) \).

4. Obtain the values of \( u, p, \mu \) and \( n_f \) on the line around the circumference of the beam, where the integration will be performed.

5. Calculate the line integration \( F_{(y,t)} = \int \left( -p^n I + \mu(\nabla u^n + (\nabla u^n)^T) \right) n_f ds \) around the circumference of the beam at each spanwise location.

3. Numerical simulations

In this section, we first demonstrate the accuracy of the phase-field method by simulating two-phase co-annular laminar flow in a stationary pipe. Subsequently, we demonstrate the accuracy of the ALE framework by simulating a pipe conveying single-phase flow and comparing the results with those from the code Nektar2.5d-Fourier [1], which solves the Navier-Stokes equations by a spectral element method in x-y plane and Fourier discretization along the z direction with coordinates attached on the structure instead of tracking the mesh as in the ALE technique. Finally, we simulate pipes conveying two-phase flow and also two-phase external cross flow past a circular cylinder to show the capability of our method in handling FSI problems for both internal and external two-phase flows.
To facilitate subsequent discussions, non-dimensional flow variables and physical parameters used are shown in Appendix D.

3.1. Numerical simulations I – Accuracy verification

(a) (b) (c) (d)

Figure 3: Two-phase co-annular laminar flow in a stationary pipe. Density ratio = 50.0. Dynamic viscosity ratio = 10.0. Interface thickness = 0.001. (a) and (c) show the phase-field contours and profiles (zoomed in at the interface of two fluids) in steady state ($t = 30$); (b) and (d) show axial velocity contours and profiles (zoomed in at the interface of two fluids) in steady state.

3.1.1. Verification example 1: Two-phase co-annular laminar flow in a stationary pipe

In this section, we test our method by simulating two-phase co-annular immiscible laminar flow in a stationary pipe. The sketch of the problem of interest is shown in Fig. 1(a). By
co-annular we refer to two fluids in the pipe with one fluid surrounded by the other. The
effect of gravity is neglected. Although the flow is axisymmetric at these Reynolds numbers,
we employ a fully 3D discretization to test our solvers. An element of polynomial order 3 has
been used for all the elements. A time step size $\Delta t = 10^{-3}$ has been used in the simulation.

We use 9150 hexahedra to discretize the 3D domain with 305 elements in x-y plane and 30
layers along the z (axial) direction. Details about boundary and initial conditions for the
fluid and the phase-field variables ($u, \phi$) are given in Appendix E, which are the same as
in [47]. Table 2 shows the parameters we used, namely a density ratio of $\rho_2/\rho_1 = 50.0$ and
dynamic viscosity ratio of $\mu_2/\mu_1 = 10.0$. We also used surface tension and interface mobility
of $10^{-3}$ in non-dimensional units magnitude. Fig. 3(c) shows that the phase-field profile
from the simulation achieves good agreement with the exact co-annular phase-field profile.

Fig. 3(d) shows that the velocity profile from the simulation overlaps with that from the
analytical solution. The simulation results of this section demonstrate that our algorithm
can be an accurate method for simulating two-phase co-annular laminar flow in a stationary
pipe with large density ratios. It allows the accurate calculation of two-phase flow with a
thin interface thickness as small as $10^{-3}$.

![Figure 4](image-url)

**Figure 4**: Pipe conveying single-phase flow – axial velocity contours on y-z plane at x = 0 (a) $t = 9.6$, (b)
t= 12.3, (c) $t = 14.9$. Dashdot line: $z = 2.3, 5, 7.1$. 
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3.1.2. Verification example 2: Pipe conveying single-phase flow

In this section, we simulate a flexible pipe conveying single-phase flow. See Appendix F for boundary conditions. We first force the pipe to vibrate in sinusoidal motion up to time $t = 7$ and then let the pipe vibrate freely under the perturbed flow. Then, we compare both fluid and structure profiles from our method with those from the Nektar2.5d-Fourier code [1]. The parameters are given in Table 3. Here the $L_2$ norm of $u(u, v, w)$ is used as the characteristic velocity $U_0$ and $I_p$ is a non-dimensional parameter indicating instability for the pipe system. See Table 1 and Appendix D for definitions.

The pipe is modeled by the Euler-Bernoulli beam equation with both ends simply sup-

Figure 5: 1st row: $L_2$ norm of flow velocity $u(u, v, w)$ for pipe conveying single-phase flow at $Re = 50$. 2nd row: vertical displacement time history at $z = 2.3$, $z = 5$ and $z = 7.1$. Red line: Nektar2.5d-Fourier code; Blue line: present computation; Dotted line: $t = 9.6$, $t = 12.3$ and $t = 14.9$. 

(d) Displacement at $z = 2.3$ 
(e) Displacement at $z = 5$ 
(f) Displacement at $z = 7.1$
ported, see Eqs. 2 and 4. For the velocity, we use periodic boundary conditions in z (axial) direction and no-slip boundary conditions on the pipe walls.

Fig. 4 shows axial velocity contours at time $t = 9.6, 12.3$ and $14.9$ from our method. Figs. 5(a)-(c) show the $L_2$ norm of the flow velocity, and Figs. 5(d)-(f) show the vertical displacement at $z = 2.3, 5$ and $7.1$ of the pipe from our method and Nektar2.5d-Fourier code. The well-matched results demonstrate the accuracy of our method in simulating a flexible pipe conveying a fluid and subject to flow-induced vibrations.

3.2. Numerical simulations II–pipe conveying two-phase flow

![Figure 6: Sketch of problem of interest–pipe conveying two-phase flow. (a) pipe vibration (b) phase-field showing two fluids at y-z (centerline) plane ($x = 0$). Red color: first fluid; Blue color: second fluid.](image)

In this subsection, we simulate pipes conveying two-phase flow. The sketch of the problem of interest is shown in Fig. 6. Specifically, we investigate the dynamics of two pipe systems, which have the same density ratio $8.0$, dynamic viscosity ratio $1.0$ and void fraction $0.6$ but different Reynolds number $Re$ and tension related parameter $I_p$. Detailed initial and boundary conditions for the velocity and the phase-field variables $(u, \phi)$ are given in Appendix F. We first forced the pipe to vibrate till $60s$ for about $10$ time periods and then the
pipe is allowed to vibrate freely in the y direction. More specifically, we use diameter D and length $L = 20D$ ($D = 1$ is the characteristic length) for the pipe, which occupies the domain $\Omega = \{(r,z): -0.5 \leq r \leq 0.5, 0 \leq z \leq 20\}$, where $r$ is the radius of the cross section. To simulate this problem, we discretize the domain with 48060 hexahedron elements, with 801 elements in the x-y plane and 60 layers along the z (axial) direction. Interpolation with polynomial order 3 has been used for all the elements. A time step size $\Delta t$ is set at $10^{-3}$. Here we use a full three-dimensional formulation and not an axi-symmetric formulation which is not general.

Fig. 7(a) and Fig. 7(b) show that a stable flow and vorticity patterns are developed for the pipe system with $(Re, I_p) = (257, 0.05)$. From the contours of the axial velocity and x-vorticity on the x-y plane at $z = 5, 10$ and $15$, we see that the axial velocity and x-vorticity are symmetric with respect to the x-axis. Fig. 7(c) shows that the annular two-phase flow pattern remains almost the same until the pipe stops vibrating. Fig. 7(d) shows that the amplitude of the pipe vibration in the y direction is decaying with time. The FFT analysis in Fig. 7(f) shows that the dominant (non-dimensional) frequency of the vertical displacement of the pipe is about 0.12.

Fig. 8(a) and Fig. 8(b) show that an unstable flow and vorticity patterns are developed for the pipe system with $(Re, I_p) = (931, 0.92)$. From the contours of the axial velocity and x-vorticity on the x-y plane at $z = 5, 10$ and $15$, we see that the axial velocity and x-vorticity are asymmetric with respect to the x-axis. Fig. 8(c) shows that the annular two-phase flow pattern changes to a flow with large bubbles at about $t = 150$. Fig. 8(d) shows that the amplitude of the pipe vibration in the y direction is approaching a constant value. The FFT analysis in Fig. 8(f) shows that the dominating frequency is about 0.025. From Fig. 7
Figure 7: Case 1. Internal two-phase flow at \((Re, I_p) = (257, 0.05)\). 1\textsuperscript{st} row: axial velocity, \(x\)-vorticity and phase-field contour profile at \(y-z\) plane \((x = 0)\) and \(x-y\) plane \((z = 5, 10 \text{ and } 15)\); 2\textsuperscript{nd} row: vertical displacement at \(z = 6.3\), time history of axial velocity at point \((0.1, 0.1, 5)\) and power spectral density (PSD) analysis of displacement time history at \(z = 6.3\). Frequency is identified as 
\[
 f = \frac{n^2x\sqrt{EI/(m + m_f)}\sqrt{1 + \frac{T^2}{EI\pi^2n_f^2}}}{2L^2}.
\]

and Fig. 8, we see that with the same void fraction and density ratio, but higher \((Re, I_p)\), the amplitude of the pipe vibration in the \(y\) direction is larger and the frequency is smaller.

For \((Re, I_p) = (931, 0.92)\), the pipe system exhibits self-sustained vibrations.

3.3. Numerical simulations III—two-phase external cross flow past a circular cylinder

In this section, we simulate external single-phase and two-phase flow past a stationary and a freely vibrating circular cylinder. The goal is to investigate vortex shedding patterns and differences of the amplitude of a freely vibrating cylinder between single-phase and two-
phase flow. The cylinder is modeled by the elastically mounted cylinder motion equation, see Eq. 3. We consider a cylinder in a domain with length 40D and height 20D (D = 1 is the characteristic length). It occupies the domain \( \Omega = \{(x, y, z): -10 \leq x \leq 30, -10 \leq y \leq 10, 0 \leq z \leq 0.2\} \). Detailed initial and boundary conditions for the velocity and the phase-field variables \((u, \phi)\) are given in Appendix G. The effect of gravity is neglected, and the characteristic velocity \(U_0 = 1.0\), which is also the inflow velocity. Initially, the first fluid occupies the domain from \(y=[-3 \ 0]\) while the second fluid occupies the region \(y=[-10 \ -3]\) and \(y=[0 \ 10]\). At the very beginning, half of the cylinder is immersed in the first fluid and the other half is in the second fluid; see Fig. 1(b). Table 5 gives the parameters used in our simulation. Periodic boundaries are imposed along the y and z directions, and inflow (Dirichlet) and outflow (Neumann) boundary conditions are imposed in the x direction.
<table>
<thead>
<tr>
<th>Nomenclature</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_s )</td>
</tr>
<tr>
<td>Structure mass per length</td>
</tr>
<tr>
<td>( m_f )</td>
</tr>
<tr>
<td>Fluid mass</td>
</tr>
<tr>
<td>( \alpha_{1,2} )</td>
</tr>
<tr>
<td>Volume fraction occupied by the first and second fluid in the pipe</td>
</tr>
<tr>
<td>( E I )</td>
</tr>
<tr>
<td>Flexural rigidity</td>
</tr>
<tr>
<td>( T )</td>
</tr>
<tr>
<td>External tension</td>
</tr>
<tr>
<td>( \rho_{1,2} )</td>
</tr>
<tr>
<td>Dynamic viscosity of the first and the second fluid</td>
</tr>
<tr>
<td>( \rho_{s,2} )</td>
</tr>
<tr>
<td>Density of the first and the second fluid</td>
</tr>
<tr>
<td>( \eta(\xi, \eta, \zeta) )</td>
</tr>
<tr>
<td>Displacement of the structure</td>
</tr>
<tr>
<td>( \dot{\eta} ) / ( \ddot{\eta} )</td>
</tr>
<tr>
<td>Velocity / Acceleration of the structure</td>
</tr>
<tr>
<td>( F_{x,y,z} )</td>
</tr>
<tr>
<td>Hydrodynamic fluid force acting on the slender structure</td>
</tr>
<tr>
<td>( Re )</td>
</tr>
<tr>
<td>Reynolds number defined as ( Re = U_0 D / \nu )</td>
</tr>
<tr>
<td>( I_p )</td>
</tr>
<tr>
<td>Tension related parameter defined as ( I_p = \frac{m_f U_0^2 (e^{-0.125} - e^{-0.5})}{2 e^{2/3}} ), where ( e = m_s / m_f ).</td>
</tr>
<tr>
<td>( k / f_0 )</td>
</tr>
<tr>
<td>Spring constant and natural frequency for external cross flow past a circular cylinder</td>
</tr>
</tbody>
</table>
Table 2: Parameters used for two-phase co-annular laminar flow in a stationary pipe with length 10D, where D is the pipe diameter.

<table>
<thead>
<tr>
<th>Density</th>
<th>Dynamic Viscosity</th>
<th>$Re$</th>
</tr>
</thead>
<tbody>
<tr>
<td>First fluid</td>
<td>1.0</td>
<td>0.01</td>
</tr>
<tr>
<td>Second fluid</td>
<td>50.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 3: Parameters used for pipe conveying single-phase flow with length 10D, where D is the pipe diameter.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$m_s$</th>
<th>$T$</th>
<th>EI</th>
<th>$\mu$</th>
<th>$L_2(w)$</th>
<th>$Re$</th>
<th>$I_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0.01</td>
<td>0.5</td>
<td>50</td>
<td>0.028</td>
</tr>
</tbody>
</table>

Table 4: Parameters used for pipe conveying two-phase flow with length 20D.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$m_s$</th>
<th>$\alpha_1$</th>
<th>$\rho_1$</th>
<th>$\rho_2/\rho_1$</th>
<th>T</th>
<th>EI</th>
<th>$\mu_1$</th>
<th>$\mu_2/\mu_1$</th>
<th>$L_2(w)$</th>
<th>$Re$</th>
<th>$I_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1</td>
<td>20</td>
<td>0.6</td>
<td>1</td>
<td>8</td>
<td>96.8</td>
<td>300</td>
<td>0.02</td>
<td>1</td>
<td>1.35</td>
<td>257</td>
<td>0.05</td>
</tr>
<tr>
<td>case 2</td>
<td>20</td>
<td>0.6</td>
<td>1</td>
<td>8</td>
<td>16</td>
<td>300</td>
<td>0.01</td>
<td>1</td>
<td>2.45</td>
<td>931</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 5: Parameters used for flow past a circular cylinder in a duct.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$m_s$</th>
<th>Density ratio</th>
<th>Dynamic viscosity ratio</th>
<th>$Re$</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-phase</td>
<td>6</td>
<td>6</td>
<td>1.0</td>
<td>100</td>
</tr>
<tr>
<td>two-phase</td>
<td>6</td>
<td>3.0</td>
<td>1.0</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 8: Case 2. Internal two-phase flow at \((Re, I_p) = (931, 0.92)\). 1\(^{st} - 3\(^{rd}\) row: axial velocity, x-vorticity and phase-field contours at y-z plane \((x = 0)\) and x-y plane \((z = 5, 10, 15)\). 1\(^{st} - 3\(^{rd}\) row: \(t = 43, 150, 282\); 4\(^{th}\) row: vertical displacement at \(z = 6.3\), time history of axial velocity at point \((0.1, 0.1, 5.0)\) and PSD of displacement time history at \(z = 6.3\).
Figure 9: Stationary cylinder with $Re = 100$ at $t = 100$. 1st and 2nd row: pressure forces in the x and y directions; 3rd and 4th row: velocity and vorticity contours.
Figure 10: Free cylinder with \((Re, f_n) = (100, 0.167)\) at \(t = 100\). Contour plot of velocity in the \(x\) and \(y\) directions and vorticity in \(z\) direction. 1\(^{st}\) row: single-phase; 2\(^{nd}\) row: two-phase.

Figure 11: Free cylinder vertical displacement time history with \((Re, f_n) = (100, 0.167)\). (a) vertical displacement (b) PSD analysis of vertical displacement.
We first consider the stationary cylinder case. We start by comparing the hydrodynamic fluid forces acting on the cylinder between single-phase and two-phase flow. Figs. 9(a)-(b) show the hydrodynamic fluid forces acting on the cylinder in the x and y directions in single-phase flow. In the x direction, the forces on the upper and lower half of the cylinder are the same but there is about a half-period difference in phase. In the y direction, the absolute value of the force on the upper and lower half of the cylinder are almost the same. The force on the whole cylinder in the y direction is symmetric with respect to the line \( y = 0 \). Figs. 9(c)-(d) show hydrodynamic fluid forces acting on the cylinder in the x and y directions in two-phase flow. In the x direction, the force on the upper half is larger than that on the lower half. In the y direction, the absolute value of the force on the upper half is smaller than that on the lower half. Therefore, the force on the whole cylinder in the y direction is no longer symmetric with respect to the line \( y = 0 \) but symmetric with respect to the line \( y = -0.12 \) instead. The difference of the force distribution between single-phase and two-phase flow is due to the fluid density difference on the upper and lower half of the cylinder. Fig. 9(a) and Fig. 9(c) show that in the x direction the fluid force on the lower half of the cylinder is almost the same for single-phase and two-phase flow but significantly different on the upper half of the cylinder. Fig. 9(b) and Fig. 9(d) show that in the y direction the forces on both the upper half and lower half in two-phase flow are larger than their counterparts in single-phase flow.

Next, we look at the vortex shedding patterns for the stationary cylinder in single-phase and two-phase flow. Fig. 9(g) shows that for the single-phase case with \( Re = 100 \), vortices are shed alternatively from the upper and lower surfaces of the cylinder, creating a periodic flow pattern. However, Fig. 9(j) shows that for two-phase case, vortices shed from the
lower surface of the cylinder are larger than those from the upper surface, and that the negative vorticity is surrounded by the positive vorticity. Fig. 10 compares the u- and v-velocity and z-vorticity fields between single-phase and two-phase flow past a freely vibrating circular cylinder with \((Re, f_n) = (100, 0.167)\). From Fig. 10(a)-(c), we can see symmetric patterns for the velocity and the vorticity for single-phase flow. However, for two-phase flow, both velocity and vorticity patterns lose their symmetry along the line \(y = 0\) as shown in Fig. 10(d)-(f). Fig. 11 shows that the displacements in single-phase flow are symmetric with respect to the origin and exhibit a lock-in phenomenon. For two-phase flow, the displacement is asymmetric with respect to the origin. Up to time \(t = 300s\), the displacement in two-phase flow is larger than that in the single-phase flow, and then it decreases to be smaller than that in the single-phase flow. The PSD analysis shows that single-phase and two-phase flow past a circular cylinder have the same frequency. Fig. 12 shows the snapshots of the phase-field and z-vorticity contours at different times. Figs. 12(a)-(c) show the formation of a Kelvin-Helmholtz instability on the interface of the two fluids with different densities. Figs. 12(d)-(f) show the vorticity patterns. Figs. 12(g)-(i) show that the z-vorticity contours are consistent with the phase-field contours.
Figure 12: Free cylinder with \((Re, fn) = (100, 0.167)\). Contour plot at \(t = 10.5, 21, 31.5\). 1\textsuperscript{st} row: phase-field; 2\textsuperscript{nd} row: z-vorticity. 3\textsuperscript{rd} row: z-vorticity super-imposed on phase-field contour plot with scaling \([-1,1]\).
4. Summary

A phase-field method for simulating FSI in two-phase flow in the ALE framework is presented. The three-dimensional benchmark test of two-phase co-annular laminar flow in a stationary pipe demonstrates the accuracy of the new multi-physics method in dealing with two-phase flow problems. Furthermore, by comparing results of simulating a flexible pipe conveying single-phase flow from our method with those from a previously validated code [1] we show that our method is physically accurate and efficient for FSI problems. The simulations of pipe conveying two-phase flow and two-phase external cross flow past a circular cylinder demonstrate that our method can capture the complex dynamics of FSI in two-phase flow, including a Kelvin-Helmholtz instability due to density stratification.

In ongoing work we consider additional enhancements of the method. First, to improve the accuracy and generality of the structure solver, we consider using a spectral element method for spatial discretization instead of the Galerkin method and BDF for time discretization instead of the Newmark-β scheme. Second, we are replacing the current linear beam model by a nonlinear beam model to obtain more information about very large structure motions and deformations. The structure model can also be replaced by a nonlinear three-dimensional spectral element solver developed recently in [46]. Finally, a more drastic approach is to represent the solid also as a third phase and eliminate totally the ALE formulation in favor of a phase-field representation for the fluid-fluid as well as the fluid-structure interactions. We have followed the work of [41] for the Allen-Cahn equation and the results look promising but the governing equations may not be consistent with the standard elasticity equations. This is a fundamental open issue that we plan to address in the future.
work.
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Appendices

Appendix A. Boundary and initial conditions for phase-field algorithm in the ALE framework

For the Navier-Stokes equation, i.e., Eq. (1a): We assume periodic boundaries in the $z$ direction and Dirichlet boundary condition on the pipe walls (interface $\Sigma(t)$), which is updated during every iteration by passing the velocity of the structure to the fluid on the interface ($u = \eta$).

For the Cahn-Hilliard equation, i.e., Eq. (1c): We assume dynamic contact angle condition for the phase-field variable $\phi(x,t)$, i.e.,

$$n \cdot \nabla \phi |_{\Gamma} = 0 \quad (7)$$
$$n \cdot \nabla (\nabla^2 \phi) |_{\Gamma} = 0 \quad (8)$$

where $\Gamma$ refers to boundaries of the computational domain.

For the mesh velocity, i.e., Eq. (1d)-(1e): We assume vanishing boundary condition for the mesh velocity except on the pipe walls (interface $\Sigma(t)$), which is updated during every iteration by passing the velocity of the fluid to the mesh on the interface ($w = \eta$).

Appendix B. Discretized form for fluid solver – phase-field algorithm in the ALE framework

This appendix summarizes an algorithm for the incompressible two-phase flow equations (1a)-(1c) in the ALE framework, together with the boundary conditions specified in Appendix A. The main formulation of this algorithm was developed in [22]. However, in the
ALE framework, we have two more variables to solve, i.e., mesh velocity $w$ and mesh current configuration $x$.

We use the projection (splitting) method as in Chapter 8 [49] and also [22]. We use a velocity-correction type strategy to decouple the computation of pressure from that of the velocity, then we split all variable coefficients into a constant (e.g., the average) part and a variable part, and treat the constant part implicitly and the variable part explicitly. For the fourth-order Cahn-Hilliard equation, we decompose it into two independent second-order equations. For the convection (nonlinear) term in the modified NS equation, we use the collocation method. For the resulted pressure and velocity equation from the projection method (Poisson equation for pressure and Helmholtz equation for velocity), we use the Galerkin method.

We re-write (1a) into an equivalent but slightly different form,

$$
\rho \left( \frac{\partial u}{\partial t} + (u - w) \cdot \nabla u \right) = -\nabla P + \mu \nabla^2 u + \nabla H \cdot (\nabla u + \nabla u^T) - \lambda (\nabla^2 \phi) \nabla \phi + f(x, t), \quad (9)
$$

where $P = p + \frac{\lambda}{2} \nabla \phi \cdot \nabla \phi$ is an effective pressure, and will also be loosely called pressure.

The formulation of the algorithm is summarized below. Given $(u^n, w^n, P^n, \phi^n, x^{n+1})$, we successively solve for $u^{n+1}, w^{n+1}, P^{n+1}, \phi^{n+1}$ and $x^{n+1}$ as follows:

For $\phi^{n+1}$

$$
\frac{\gamma_0 \phi^{n+1} - \phi^n}{\Delta t} + (u - w)^{n+1} \cdot \nabla \phi^{n+1}
= -\lambda \gamma_1 \nabla^2 \left[ \nabla^2 \phi^{n+1} - \frac{S}{\eta^2} \left( \phi^{n+1} - \phi^{s,n+1} \right) - h(\phi^{s,n+1}) \right] + g^{n+1}, \quad (10a)
$$

30
\[ n \cdot \nabla \left[ \nabla^2 \phi^{n+1} - \frac{S}{\eta^2} (\phi^{n+1} - \phi^*,_{n+1}) - h(\phi^*,_{n+1}) \right] \bigg|_{\partial \Omega} = g^ {n+1}, \quad (10b) \]

\[ n \cdot \nabla \phi^{n+1} \bigg|_{\partial \Omega} = -\frac{1}{\lambda} f^w (\phi^*,_{n+1}) + g^b_{n+1}. \quad (10c) \]

For \( P^{n+1} \)

\[ \frac{\gamma_0 \bar{u}^{n+1} - \bar{u}}{\Delta t} + \frac{1}{\rho_0} \nabla P^{n+1} = -N(u^n) + \left( \frac{1}{\rho_0} - \frac{1}{\rho^{n+1}} \right) \nabla P^n - \frac{\mu^{n+1}}{\rho^{n+1}} \nabla \times \omega^n \]

\[ + \frac{1}{\rho^{n+1}} \nabla \mu^{n+1} \cdot D(u^n) - \frac{\lambda}{\rho^{n+1}} \nabla^2 \phi^{n+1} \nabla \phi^{n+1} + \frac{1}{\rho^{n+1}} f^{n+1}, \quad (11a) \]

\[ \nabla \cdot \bar{u}^{n+1} = 0. \quad (11b) \]

\[ n \cdot \bar{u}^{n+1} \bigg|_{\partial \Omega} = n \cdot u_{b}^{n+1}. \quad (11c) \]

For \( u^n \)

\[ \frac{\gamma_0 u^{n+1} - \gamma_0 \bar{u}^{n+1}}{\Delta t} - \nu_m \nabla^2 u^{n+1} = -N(u^*,_{n+1}) + N(u^n) + \nu_m \nabla \times \omega^*,_{n+1} \]

\[ + \left( \frac{1}{\rho_0} - \frac{1}{\rho^{n+1}} \right) \nabla (P^{n+1} - P^n) - \frac{\mu^{n+1}}{\rho^{n+1}} \nabla \times (\omega^*,_{n+1} - \omega^n) \quad (12a) \]

\[ + \frac{1}{\rho^{n+1}} \nabla \mu^{n+1} \cdot \left[ D(u^*,_{n+1}) - D(u^n) \right], \]

\[ u^{n+1} \bigg|_{\partial \Omega} = u_{b}^{n+1}. \quad (12b) \]

For \( w^n \)

\[ \nabla^2 w = 0. \quad (13a) \]
\[ \mathbf{w} = \frac{\partial \eta}{\partial t}, \text{on } \Sigma(t). \]  

(13b)

For \( x^{n+1} \)

\[ x^{n} - \sum_{i=1}^{J} \hat{\alpha}_{i} x^{n-i} = \sum_{i=1}^{J} \hat{\alpha}_{i} \mathbf{w}^{n-i}. \]  

(14a)

In the above equations, \( \mathbf{u}^{n+1} \) is an intermediate velocity, an approximation of \( \mathbf{u}^{n+1} \). \( N(u) = (u - w) \cdot \nabla u \), and \( D(u) = \nabla u + \nabla u^T \). \( f_w(\phi) \) is the fluid-solid interfacial tension function defined on the wall, with \( f_w(\phi) = \sigma \cos(\theta_s) \frac{2(\phi^2 - 1)}{4} + \frac{1}{2}(\sigma_{w1} + \sigma_{w2}) \). Here \( \sigma_{w1} \) and \( \sigma_{w2} \) is the fluid one and fluid two solid interfacial tension. When the contact angle is 90, \( f_w(\phi) = 0 \).

Variables and parameters are defined as in [22, 23] and we summarize them as follows. If \( \chi \) denotes a generic variable, \( \hat{\chi} \) and \( \chi^{n+1} \) denote the extrapolation from previous time steps. \( \rho^{n+1} \) and \( \mu^{n+1} \) are respectively the density and dynamic viscosity at time step \( (n+1) \), determined from the equations below:

\[
\rho(\phi) = \frac{1}{2} (\rho_1 + \rho_2) + \frac{1}{2} (\rho_1 - \rho_2) \phi
\]

(15)

\[
\mu(\phi) = \frac{1}{2} (\mu_1 + \mu_2) + \frac{1}{2} (\mu_1 - \mu_2) \phi.
\]

(16)

The constant \( \rho_0 \) is given by \( \rho_0 = \min(\rho_1, \rho_2) \). The parameter \( \nu_m \) is a chosen constant satisfying \( \nu_m \geq \frac{1}{2} \left( \frac{\mu_1}{\rho_1} + \frac{\mu_2}{\rho_2} \right) \). \( S \) is a chosen constant satisfying condition \( S \geq \eta^2 \sqrt{\frac{4\gamma}{\lambda \gamma_1 \Delta t}} \).

Note here \( \mathbf{u}_b \) is the prescribed velocity on the domain boundary \( \Omega \), \( g_a \) and \( g_b \) are prescribed scalar field functions on domain boundary \( \Omega \), \( f_w(\phi) \) is the fluid-solid interfacial tension function defined on the wall and \( h(\phi) \) is given by \( h(\phi) = \frac{1}{\eta} \phi (\phi^2 - 1) \).

To implement the above scheme, we reformulate (10a) into two decoupled Helmholtz
type equations (see [22] for details):

\[\nabla^2 \psi^{n+1} - \left( \alpha + \frac{S}{\eta^2} \right) \psi^{n+1} = Q, \]

\[\nabla^2 \phi^{n+1} + \alpha \phi^{n+1} = \psi^{n+1}, \]

where \( \psi^{n+1} \) is an auxiliary variable,

\[Q = \frac{1}{\lambda_1} \left( g^{n+1} - (u - w)^{n+1} \cdot \nabla \phi^{n+1} + \frac{\hat{\phi}}{\Delta t} \right) + \nabla^2 \left[ \frac{1}{\eta^2} h(\phi^{n+1}) - \frac{S}{\eta^2} \phi^{n+1} \right], \]

and \( \alpha \) is a constant given by \( \alpha = -\frac{S}{2\eta} \left( 1 - \sqrt{1 - \frac{4\eta \cdot \eta^2}{\lambda_1 \Delta t \eta^2}} \right) \). In light of (18) and (10c), the boundary condition (10b) can be transformed to

\[n \cdot \nabla \psi^{n+1} \bigg|_{\partial \Omega} = \left( \alpha + \frac{S}{\eta^2} \right) \left( -\frac{1}{\lambda} f_w(\phi^{n+1}) + g_b^{n+1} \right) \bigg|_{\partial \Omega} + n \cdot \nabla \left[ \frac{1}{\eta^2} h(\phi^{n+1}) - \frac{S}{\eta^2} \phi^{n+1} \right] \bigg|_{\partial \Omega} + g_a^{n+1}. \]

Let \( \varphi \in H^1(\Omega) \) denote the test function. By taking the \( L^2 \) inner product between equation (17) and \( \varphi \), we obtain the weak form for \( \psi \),

\[
\int_{\Omega} \nabla \psi^{n+1} \cdot \nabla \varphi + \left( \alpha + \frac{S}{\eta^2} \right) \int_{\partial \Omega} \psi^{n+1} \varphi = \int_{\Omega} \nabla \varphi + \int_{\partial \Omega} \psi^{n+1} \varphi \]

\[= -\int_{\Omega} \frac{1}{\lambda_1} \left( g^{n+1} - (u - w)^{n+1} \cdot \nabla \phi^{n+1} + \frac{\hat{\phi}}{\Delta t} \right) \varphi + \int_{\partial \Omega} \left[ -\frac{1}{\lambda} f_w(\phi^{n+1}) + g_b^{n+1} \right] \varphi + \int_{\partial \Omega} \left( \alpha + \frac{S}{\eta^2} \right) \left( -\frac{1}{\lambda} f_w(\phi^{n+1}) + g_b^{n+1} \right) \varphi, \quad \forall \varphi \in H^1(\Omega), \]

where we have used (20). Similarly, one can obtain from (18) the weak form for \( \phi^{n+1} \),

\[
\int_{\Omega} \nabla \phi^{n+1} \cdot \nabla \varphi - \alpha \int_{\Omega} \phi^{n+1} \varphi = -\int_{\partial \Omega} \varphi + \int_{\partial \Omega} \left( -\frac{1}{\lambda} f_w(\phi^{n+1}) + g_b^{n+1} \right) \varphi, \quad \forall \varphi \in H^1(\Omega).
\]

Equations (27) and (28) can be readily discretized using \( C^0 \) spectral elements or finite elements. They are successively solved for \( \psi^{n+1} \) and \( \phi^{n+1} \) in an un-coupled fashion.
Let $q \in H^1(\Omega)$ denote the test function. Take the $L^2$-inner product between (11a) and $\nabla q$, and we obtain the following weak form for $P^{n+1}$,

$$
\int_\Omega \nabla P^{n+1} \cdot \nabla q = \rho_0 \int_\Omega \left[ G + \nabla \left( \frac{\mu^{n+1}}{\rho^{n+1}} \right) \times \omega^n \right] \cdot \nabla q - \rho_0 \int_{\partial\Omega} \frac{\mu^{n+1}}{\rho^{n+1}} n \times \omega^n \cdot \nabla q
$$

$$
- \frac{\gamma_0 \rho_0}{\Delta t} \int_{\partial\Omega} n \cdot u_b^{n+1} q, \quad \forall q \in H^1(\Omega),
$$

where

$$
G = \frac{1}{\rho^{n+1}} \left[ f^{n+1} - \lambda (\psi^{n+1} - \alpha \phi^{n+1}) \nabla \phi^{n+1} + \nabla \mu^{n+1} \cdot D(u^n) \right] + \frac{\hat{u}}{\Delta t} N(u^n) + \left( \frac{1}{\rho_0} - \frac{1}{\rho^{n+1}} \right) \nabla P^n,
$$

and $\omega = \nabla \times u$ denotes the vorticity, and we have used equations (11b) and (11c).

Let $H^1_0(\Omega) = \{ v \in H^1(\Omega) : v|_{\partial\Omega} = 0 \}$, and $\varphi \in H^1_0(\Omega)$ denote the test function. Take the $L^2$-inner product between (12a) and $\varphi$, and note that the intermediate velocity can be substituted by, according to (11a), $\frac{\partial}{\partial t} \tilde{u}^{n+1} = G - \frac{n^{n+1}}{\rho^{n+1}} \nabla \omega^n - \frac{1}{\rho_0} \nabla P^{n+1}$. We then obtain the weak form about $u^{n+1}$:

$$
\frac{\gamma_0}{\nu_m \Delta t} \int_\Omega \varphi u^{n+1} + \int_\Omega \nabla \varphi \cdot \nabla u^{n+1} = \frac{1}{\nu_m} \int_\Omega \left[ R + \nabla \left( \frac{\mu^{n+1}}{\rho^{n+1}} \right) \times \omega^{n+1} \right] \varphi
$$

$$
- \frac{1}{\nu_m} \int_\Omega \left( \frac{\mu^{n+1}}{\rho^{n+1}} - \nu_m \right) \omega^{n+1} \times \nabla \varphi
$$

$$
- \frac{1}{\nu_m} \int_{\partial\Omega} \left( \frac{\mu^{n+1}}{\rho^{n+1}} - \nu_m \right) n \times \omega^{n+1} \varphi, \quad \forall \varphi \in H^1_0(\Omega).
$$

where

$$
R = \frac{1}{\rho^{n+1}} \left[ f^{n+1} - \lambda (\psi^{n+1} - \alpha \phi^{n+1}) \nabla \phi^{n+1} + \nabla \mu^{n+1} \cdot D(u^{n+1}) \right]
$$

$$
+ \frac{\hat{u}}{\Delta t} N(u^{n+1}) + \frac{1}{\rho^{n+1}} \nabla P^{n+1}.
$$

The weak forms (29) and (31) can be readily discretized in space with $C^0$ spectral elements or finite elements.
We now consider the spatial discretization of (10)-(12), following the similar way in [22]. Let $X_h$ denote domain $X$ discretized with a spectral element mesh, and $C_h$ denote the boundary of $X_h$. Let $X_h \subset H^1(\Omega_h)^d$ and $M_h \subset H^1(\Omega_h)$ respectively denote the approximation spaces of the phase-field variable, $\phi^{k+1}_h$, velocity, $u^{k+1}_h$ and pressure, $p^{k+1}_h$. Then the fully discretized version of the system (10)-(12) is: Find $\phi^{k+1}_h \in H^1(\Omega_h)$, $u^{k+1}_h \in H^1(\Omega_h)^d$ and $p^{k+1}_h \in H^1(\Omega_h)$ such that,

\[
\int_{\Omega_h} \nabla \psi_h^{n+1} \cdot \nabla \phi_h + \left( \alpha + \frac{S}{\eta^2} \right) \int_{\Omega_h} \psi_h^{n+1} \phi_h \\
= - \int_{\Omega_h} \frac{1}{\lambda \eta_1} \left[ g_h^{n+1} - (u_h - w_h)^{n+1} \cdot \nabla \phi_h^{n+1} + \frac{\phi_h^{n+1}}{\Delta t} \right] \phi_h + \int_{\Omega_h} \nabla \left[ h(\phi_h^{n+1}) - \frac{S}{\eta^2} \phi_h^{n+1} \right] \cdot \nabla \phi_h + \int_{\partial \Omega_h} g_h^{n+1},
\]

Similarly, one can obtain from (22) the weak form for $\phi_h^{n+1}$,

\[
\int_{\Omega_h} \nabla \phi_h^{n+1} \cdot \nabla \phi_h - \alpha \int_{\Omega_h} \phi_h^{n+1} \phi_h = - \int_{\Omega_h} \psi_h^{n+1} \phi_h + \int_{\partial \Omega_h} \left( - \frac{1}{\lambda} f_w'(\phi_h^{n+1}) + g_h^{n+1} \right) \phi_h, \quad \forall \phi_h \in H^1(\Omega_h).
\]

They are successively solved for $\psi_h^{n+1}$ and $\phi_h^{n+1}$ in an un-coupled fashion.

Let $q_h \in H^1(\Omega_h)$ denote the test function. Take the $L^2$-inner product between 11(a)-11(c) and $\nabla q_h$, and we obtain the following weak form for $P_h^{n+1}$,

\[
\int_{\Omega_h} \nabla P_h^{n+1} \cdot \nabla q_h = \rho_0 \int_{\Omega_h} \left[ G + \nabla \left( \frac{\mu^{n+1}}{\rho^{n+1}} \right) \times \omega_h^n \right] \cdot \nabla q_h - \rho_0 \int_{\Omega_h} \frac{\mu^{n+1}}{\rho^{n+1}} \nabla q_h - \frac{\gamma \rho_0}{\Delta t} \int_{\partial \Omega_h} n \cdot u_{h_{n+1}} q_h, \quad \forall q_h \in H^1(\Omega),
\]

where

\[
G_h = \frac{1}{\rho^{n+1}} \left[ f_h^{n+1} - \lambda (\psi^{n+1}_h - \alpha \phi^{n+1}_h) \nabla \phi^{n+1}_h + \nabla \mu^{n+1}_h \cdot D(u_h^n) \right] + \frac{\mu_h}{\Delta t} - N(u_h^n) + \left( \frac{1}{\rho_0} - \frac{1}{\rho^{n+1}} \right) \nabla P_h^n.
\]
and $\omega_h = \nabla \times \mathbf{u}_h$ denotes the vorticity.

Let $H^1_0(\Omega_h) = \{ v \in H^1(\Omega_h) : v|_{\partial \Omega_h} = 0 \}$, and $\varphi_h \in H^1_0(\Omega_h)$ denote the test function.

Take the $L^2$-inner product between (23) and $\varphi_h$, and note that the intermediate velocity can be substituted by, according to Eqns. 11(a)-11(c),

$$\gamma_0 \Delta t \int_{\Omega_h} \varphi_h \mathbf{u}_h^{n+1} + \int_{\Omega_h} \nabla \varphi_h \cdot \nabla \mathbf{u}_h^{n+1} = \frac{1}{\nu_m} \int_{\Omega_h} \left[ \mathbf{R} + \nabla \left( \frac{\mu^{n+1}}{\rho^{n+1}} \right) \times \omega_h^{n+1} \right] \varphi_h$$

$$- \frac{1}{\nu_m} \int_{\Omega_h} \left( \frac{\mu^{n+1}}{\rho^{n+1}} - \nu_m \right) \omega_h^{n+1} \times \nabla \varphi_h$$

$$- \frac{1}{\nu_m} \int_{\partial \Omega_h} \left( \frac{\mu^{n+1}}{\rho^{n+1}} - \nu_m \right) \mathbf{n} \times \omega_h^{n+1} \varphi_h, \quad \forall \varphi \in H^1_0(\Omega_h).$$

$$\text{(31)}$$

where

$$\mathbf{R}_h = \frac{1}{\rho^{n+1}} \left[ \mathbf{f}_h^{n+1} - \lambda (\psi^{n+1} - \alpha \phi^{n+1}) \nabla \phi^{n+1} + \nabla \mu^{n+1} \cdot \mathbf{D}(\mathbf{u}_h^{n+1}) \right]$$

$$+ \frac{\hat{\mathbf{u}}_h}{\Delta t} - \mathbf{N}(\mathbf{u}_h^{n+1}) - \frac{1}{\rho^{n+1}} \nabla P_h^{n+1}. \quad \text{(32)}$$

The final algorithm consists of: (i) solving (27) and (28) successively for $\psi^{n+1}$ and $\phi^{n+1}$, (ii) solving (29) for $P_h^{n+1}$, (iii) solving (31) for $\mathbf{u}^{n+1}$, (iv) solving (13a) and (13b) for $\mathbf{w}^{n+1}$, and (v) solving (14a) for $\mathbf{x}^{n+1}$.

Note here the mesh is updated every time step and the coefficient matrices are recomputed every time step.

Finally, [22] discussed the modification of equation (28) when computing $\rho^{n+1}$ and $\mu^{n+1}$ when the density ratio of the two fluids becomes very large or conversely very small (typically beyond $10^2$ or below $10^{-2}$).
Appendix C. Coefficient matrices for structure equation

The coefficients of the tensor form of the beam equation, i.e., Eq. (2), are given here:

\[ M_{ij}^u = \int_0^L \phi_i^u(x) \phi_j^u(x) \, dx \quad K_{ij}^u = EI \int_0^L (\phi_i^u(x))''(x)(\phi_j^u(x))''(x) \, dx + T \int_0^L (\phi_i^u(x))'(x)(\phi_j^u(x))'(x) \, dx \]

\[ Q_{(x,y,z)} = \int_0^1 (F_{(x,y,z)}), \phi_j \]

(33a)

Appendix D. Non-dimensionalization of variables and governing equations

Let the superscript in \((.)^*\) denote the dimensional variable and \((.)\) corresponding to nondimensional variable. First we show how we non-dimensionalize the variables for the fluid solver in Section 3. Note \(\alpha_{1,2}\) denotes the volume fraction of the first and second fluid. \(U_0\) and \(L\) denote the characteristic velocity and length.

\[
\begin{align*}
  x &= \frac{x}{L}, t &= \frac{t}{U_0/t_0}, \\
  \rho &= \frac{\rho^*}{\rho_1 U_0^2}, u &= \frac{u^*}{U_0} \\
  \eta &= C_n = \frac{u^*}{L} (\text{Cahn number}), \sigma = \frac{1}{W} = \frac{\sigma^*}{\rho_1 U_0^2 L}, \lambda = \frac{\lambda^*}{\rho_1 U_0^2 L} = \frac{3}{2} \sigma^* \eta^*, \\
  \gamma_1 &= \frac{\gamma_1^*}{\rho_1 U_0^2 L} = \frac{W_c C_n}{\rho_1 U_0^2 L}, \\
  \rho(\phi) &= \frac{\rho^*(\phi)}{\rho_1} = \frac{\rho_1 \alpha_1 + \rho_2 \alpha_2}{\rho_1}
\end{align*}
\]

(34)

where \(W_c = \frac{\rho_1 U_0^2 L}{\sigma^*} (\text{Weber number})\) and \(P_c = \frac{U_0 \sigma^* L}{\sigma^* \gamma_1} (\text{Peclet number})\).
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Correspondingly, the nondimensional governing equations are given by

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} - \mathbf{w}) \cdot \nabla \mathbf{u} \right) = -\nabla p + \nabla \cdot \left[ \mu (\nabla \mathbf{u} + \nabla \mathbf{u}^T) \right] - \lambda \nabla \cdot (\nabla \phi \nabla \phi) + f(x, t), \tag{35a}
\]

\[
\nabla \cdot \mathbf{u} = 0, \tag{35b}
\]

\[
\frac{\partial \phi}{\partial t} + (\mathbf{u} - \mathbf{w}) \cdot \nabla \phi = -\lambda \gamma_1 \nabla^2 [\nabla^2 \phi - h(\phi)] + g(x, t), \tag{35c}
\]

\[
\nabla^2 \mathbf{w} = 0, \text{on } \Omega_f \tag{35d}
\]

\[
\mathbf{w} = \frac{\partial \eta}{\partial t}, \text{on } \Sigma(t) \tag{35e}
\]

where \( h(\phi) = \frac{1}{\eta^2} \phi(\phi^2 - 1) \), and \( f = \frac{\mu_1}{\mu_2} f, g = \frac{\rho_1}{\rho_2} g \). The boundary conditions for the velocity and the phase-field in Appendix A can be non-dimensionalized using the dimensionless parameters in Eq. 34.

For the structure solver, we use dimensionless parameter \( T = T^* L^2/EI \) and \( \eta(q_x, q_y, q_z)^* = \eta(q_x, q_y, q_z)/L \).

The system therefore involves several non-dimensional parameters: density ratio \( \frac{\rho_2}{\rho_1} \), dynamic viscosity ratio \( \frac{\mu_2}{\mu_1} \), Cahn number \( C_n \), Weber number \( W_e \), Peclet number \( P_e \), Reynolds number \( Re \), and contact angle \( \theta_s \). When the gravity is taken into account, it also involves the Froude number \( F_r = \frac{U_0}{\sqrt{g r L}} \), where \( g_r \) is the gravitational acceleration. We note that, when the flow variables and physical parameters are non-dimensionalized as given above, the nondimensional governing equations and the boundary conditions have the same forms as the original dimensional ones. Therefore, we drop the superscript (*) and understand that the variables and equations have been appropriately normalized.

Here for the tension related parameter \( I_p \), which indicates the instability for pipe conveying fluids, defined as \( I_p = \frac{m U^2 (e - 0.125)}{f (e + 1)} \) \( L_2(\mathbf{u}(u, v, w)) \), a measure of the velocity, is defined as \( L_2(\mathbf{u}(u, v, w)) = \int_{\Omega} (u, v, w)^2 / (\text{volume of the domain}) \). \( Re \) for two-phase flow is defined as
\[ Re = \tilde{\rho}_f U_0 L/\bar{\mu}_f, \] where \( \tilde{\rho}_f = \rho_1 \alpha_1 + \rho_2 \alpha_2 \) and \( \bar{\mu}_f = \mu_1 \alpha_1 + \mu_2 \alpha_2 \). Here we use weighted density \( \tilde{\rho}_f \) and viscosity \( \bar{\mu}_f \) for calculating \( Re \), which is different from space and time dependent density \( \rho(\phi(x; t)) \) and viscosity \( \mu(\phi(x; t)) \) as we used in the algorithm and fluid force calculation.

Appendix E. Boundary and initial conditions for two-phase co-annular laminar flow in a stationary pipe

Below are the initial and boundary conditions for two-phase co-annular laminar flow in a stationary pipe. For the velocity, we use the following fully developed velocity profile at the inlet and also as the initial set up. It can be found in [50]:

\[
\begin{align*}
U_1(R) &= \frac{u_1(r)}{\bar{u}} = \frac{C[1 - \delta_1^2 R^2]}{\delta_1^2 (\mu_1 + 1)} , \quad 0 \leq R \leq \delta_1 \\
U_2(R) &= \frac{u_2(r)}{\bar{u}} = \frac{C[1 - R^2]}{\delta_1^2 (\mu_1 + 1)} , \quad \delta_1 \leq R \leq 1
\end{align*}
\]

where \( R = \frac{r}{r_2} \), \( \bar{u} = \frac{\mu_2}{\mu_1} \), \( \delta_1 = \frac{r_1}{r_2} \), \( C = 2 \). For the outlet, we have the \( \partial u/\partial n = 0 \) condition imposed. For the phase-field, the profile at the inlet is \( \phi = -\tanh((\sqrt{x^2 + y^2}) - R1)/\delta) \) with \( R1 = 0.4 \) and \( \delta = \sqrt{2} \eta \), which is also the initial profile setup. Contact-angle boundary conditions are imposed on the pipe walls and outlet with \( \theta_s = 90 \).

Appendix F. Boundary and initial conditions for pipe conveying single- and two-phase flow

Below are the initial and boundary conditions for pipe conveying single-phase flow. For the velocity, we use periodic boundary conditions in the z direction. No-slip boundary are imposed on pipe walls. For the phase-field, contact-angle boundary conditions are imposed on the pipe walls and outlet with \( \theta_s = 90 \).
Below are the initial and boundary conditions for pipe conveying two-phase flow. For the velocity, conditions are the same as the single-phase flow case. For the phase-field, the profile at the inlet is $\phi = -\tanh((\sqrt{x^2 + y^2}) - R1)/\delta$ with $R1 = 0.3$ and $\delta = \sqrt{2}\eta$, which is also the initial profile setup. For the phase-field variable $\phi(x, t)$, we use interface thickness $\eta = 0.001$ and surface tension 0.001.

Appendix G. Boundary and initial conditions for two-phase external cross flow past a circular cylinder

Below are the initial and boundary conditions for two-phase external cross flow past a circular cylinder. For the velocity, we use the periodic boundry conditions in the y and z directions. At the inlet ($x = -10$), we use Dirichlet boundary $u = 1$. At the outlet ($x = 30$), we have the $\partial u/\partial n = 0$ condition imposed. For the phase-field, the profile at the inlet is $\phi = -\tanh((y - Y_0)/\delta)\tanh((y - Y_1)/\delta)$ with $Y_0 = 0$, $Y_1 = -3$ and $\delta = \sqrt{2}\eta$, which is also the initial profile setup. Contact-angle boundary conditions are imposed on the pipe walls and outlet with $\theta_s = 90$. For the phase-field variable $\phi(x, t)$, we use interface thickness $\eta = 0.001$ and surface tension 0.001.
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