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Abstract. We generalize existing Jacobi–Gauss–Lobatto collocation methods for variable-order fractional differential equations using a singular approximation basis in terms of weighted Jacobi polynomials of the form \((1 \pm x)\mu P_{a,b}^\mu(x)\), where \(\mu > -1\). In order to derive the differentiation matrices of the variable-order fractional derivatives, we develop a three-term recurrence relation for both integrals and derivatives of these weighted Jacobi polynomials, hence extending the three-term recurrence relationship of Jacobi polynomials. The new spectral collocation method is applied to solve fractional ordinary and partial differential equations with endpoint singularities. We demonstrate that the singular basis enhances greatly the accuracy of the numerical solution by properly tuning the parameter \(\mu\), even for cases where we do not know explicitly the form of singularity in the solution at the boundaries.
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1. Introduction. In this paper, we focus on the computation of the variable-order fractional integrals and derivatives of the \textit{weighted} Jacobi polynomials. Using the weighted Jacobi polynomials with negative exponent as the basis functions, we develop Jacobi–Gauss–Lobatto (JGL) collocation methods to solve fractional differential equations (FDEs) of variable and constant orders when a singularity at an endpoint appears.

Numerical computation of the fractional integrals and derivatives is the key to understand fractional calculus and solve FDEs of increasing interest in many fields of science and engineering; see, e.g., [2, 10, 20, 21, 23, 27]. It is important to develop numerical methods for FDEs as the exact solutions to FDEs are difficult to obtain in real applications, due to the nonlocality and complexity of the fractional differential operators, especially for variable-order FDEs. Recently, finite difference methods have been widely used to approximate fractional differential operators and FDEs with constant orders; see, e.g., [3, 11, 12, 15, 18, 22, 24, 25, 30, 43]. Some of these methods have been extended to the variable-order FDEs; see, e.g., [1, 4, 5, 29, 32, 42, 45, 47]. Spectral methods have been also applied to FDEs when the exact solutions are smooth; see, e.g., [17, 26, 33, 35, 37, 38, 41, 46]. As in the traditional spectral methods for integer-order differential equations (see, e.g., [14, 28]), it is extremely important...
to choose appropriate approximation bases in the spectral methods for FDEs. When the solution is smooth enough, the classical Jacobi polynomials (typically Legendre or Chebyshev polynomials) can be used as an approximation basis and the computation of the fractional integrals and derivatives of these bases was investigated in some works; see, e.g., [16, 17, 37, 41]. Unlike for the classical spectral polynomials, Zayernouri and Karniadakis obtained a new basis in terms of polyfractonomials, which are eigenfunctions of the fractional Sturm–Liouville problem [36].

When the solutions of underlying FDEs are not smooth, some weighted Jacobi polynomials can be used to accommodate the weak singularity at the boundary; see, e.g., [6, 37, 38, 44]. Specifically, we use a set of weighted Jacobi polynomials of the form \( \{(1 + x)\mu P_{a,b}^j(x)\}_{j \geq 0} \) or \( \{(1 - x)\mu P_{a,b}^j(x)\}_{j \geq 0} \), where \( P_{a,b}^j(x) \) is the Jacobi polynomial and \( \mu > -1 \) is the fraction integro-derivative of these weighted polynomials have simple expressions; see also Corollary 4.3 in this paper. In particular, the polyfractonomials of Zayernouri and Karniadakis have similar structure but with \( \mu = b \geq 0 \) or \( \mu = a \geq 0 \) (see [38, 39]), while we allow that \( \mu > -1 \) and \( \mu \) is not required to be equal to \( a \) or \( b \). Moreover, the proper choice of \( \mu \) (especially negative \( \mu \)) results in significant improvement in accuracy of numerical solutions as shown in section 5.

When \( \mu = 0 \), we may use the three-term recurrence formulas of the Jacobi polynomials to derive recurrence formulas for fractional integrals and derivatives of the Jacobi polynomials; see, e.g., [16, 40]. In this paper, we extend this approach to compute constant-order fractional integrals and variable-order fractional integrals of the weighted Jacobi polynomials for arbitrary \( a, b, \mu > -1 \). Subsequently, the left (or right) Riemann–Liouville and Caputo fractional derivatives of \( (1 + x)\mu P_{a,b}^j(x) \) (or \( (1 - x)\mu P_{a,b}^j(x) \)) can be derived via the corresponding fractional integrals of these weighted bases. The advantage of recurrence formulas for the left (or right) fractional integral of weighted Jacobi polynomials is that they exhibit very good stability in the numerical simulations. Under some conditions, it can be proven that the recurrence formulas may degenerate into a three-term recurrence relation and thus define an orthogonal system; see, e.g., Corollary 4.3.

Compared to Galerkin spectral methods, spectral collocation methods are more flexible to deal with complicated problems, such as FDEs with variable coefficients, multiterm FDEs, and variable-order FDEs; see, e.g., [13, 38]. In this paper, we develop spectral collocation methods by using the aforementioned weighted basis that can capture the weak singularity at the boundary of the exact solution to FDEs with constant or/and variable orders even if the regularity is unknown.

In the implementation of spectral collocation methods, we have to compute fractional differentiation matrices, i.e., the fractional derivatives of the weighted Lagrange interpolants, which result from the Jacobi–Gauss–(JG-) type quadrature nodes; see, e.g., [31, 34, 38, 40]. With the derived variable-order fractional integrals and derivatives of the weighted Jacobi polynomials, we actually unify the results of existing approaches of computing fractional differentiation matrices; see, e.g., \( \mu = 0 \) in [31, 34, 40] and \( \mu = b \) or \( \mu = a \) in [13, 38, 39].

Further, we can choose some \( \mu \) with \(-1 < \mu < 0\) which can lead to better accuracy than the case of taking \( \mu \geq 0 \) when the regularity of the exact solutions to the FDEs is very low and even unknown. Note that the regularity is indeed low for the FDEs with variable orders and nonlinear FDEs; see Example 5.3. To the best of our knowledge, the case we propose corresponding to \(-1 < \mu < 0\) is new and one of the distinguished features that makes our work different from the existing work.
In summary, we briefly list the main contributions of the present work.

(1) Spectral collocation methods are developed to solve variable-order FDEs using a singular basis in terms of weighted Jacobi polynomials of the form \((1 \pm x)^{\mu}P_{n}^{a,b}(x), \mu > -1\).

(2) An efficient three-term recurrence formula to calculate the fractional integrals of the weighted Jacobi polynomials is developed, which leads to the differentiation matrices of the Riemann–Liouville and Caputo fractional derivatives.

(3) By tuning the index \(-1 < \mu < 0\), FDEs with endpoint singularity can be solved with higher accuracy by the proposed spectral collocation method.

The remainder of this paper is outlined as follows. The definitions of the fractional calculus are introduced in section 2 and the spectral collocation method for fractional ordinary differential equations (FODEs) is presented in section 3. In section 4, the new differentiation matrices are developed. The spectral collocation methods for FDEs applied to numerical experiments are presented in section 5, and the conclusion is included in the last section.

2. Definitions. In this section, we introduce the definitions of the fractional integrals and derivatives with variable orders and their related properties.

**Definition 2.1** (see [47]). For a function \(f(x), x \in [x_L, x_R]\), the left fractional integral (or the left Riemann–Liouville integral) with order \(\alpha(x) > 0\) is defined by

\[
RLD^{-\alpha(x)}_{x_L,x} f(x) = D^{-\alpha(x)}_{x_L,x} f(x) = \frac{1}{\Gamma(\alpha(x))} \int_{x_L}^{x} (x-s)^{\alpha(x)-1} f(s) \, ds,
\]

and the right fractional integral (or the right Riemann–Liouville integral) with order \(\alpha(x)\) is defined as

\[
RLD^{-\alpha(x)}_{x,x_R} f(x) = D^{-\alpha(x)}_{x,x_R} f(x) = \frac{1}{\Gamma(\alpha(x))} \int_{x}^{x_R} (s-x)^{\alpha(x)-1} f(s) \, ds,
\]

where \(\Gamma(\cdot)\) is Euler’s gamma function.

**Definition 2.2** (see [47]). The left Riemann–Liouville fractional derivative with order \(\alpha(x) > 0, x \in [x_L, x_R]\), of the given function \(f(x), x \in [x_L, x_R]\), is defined by

\[
RLD^{\alpha(x)}_{x_L,x} f(x) = \frac{1}{\Gamma(n-\alpha(x))} \left[ \frac{d^n}{d\xi^n} \int_{x_L}^{\xi} (\xi-s)^{n-\alpha(x)-1} f(s) \, ds \right]_{\xi=x},
\]

and the right Riemann–Liouville fractional derivative is defined by

\[
RLD^{\alpha(x)}_{x,x_R} f(x) = \frac{(-1)^n}{\Gamma(n-\alpha(x))} \left[ \frac{d^n}{d\xi^n} \int_{\xi}^{x_R} (s-\xi)^{n-\alpha(x)-1} f(s) \, ds \right]_{\xi=x},
\]

where \(n\) is a positive integer and \(n-1 < \alpha(x) < n\).

**Definition 2.3** (see [32, 47]). The left and right Caputo fractional derivatives with order \(\alpha(x) > 0, x \in [x_L, x_R]\), of the given function \(f(x), x \in [x_L, x_R]\), are defined as

\[
CD^{\alpha(x)}_{x,x} f(x) = \frac{1}{\Gamma(n-\alpha(x))} \int_{x_L}^{x} (x-s)^{n-\alpha(x)-1} f^{(n)}(s) \, ds,
\]

\[
CD^{\alpha(x)}_{x,x_R} f(x) = \frac{(-1)^n}{\Gamma(n-\alpha(x))} \int_{x}^{x_R} (s-x)^{n-\alpha(x)-1} f^{(n)}(s) \, ds,
\]

where \(n\) is a positive integer and \(n-1 < \alpha(x) < n\).
For \( n - 1 < \alpha(x) < n, n \in \mathbb{N}, x \in [x_L, x_R] \), we have the following properties [47]:

\[
RLD_{x_L,x}^{\alpha(x)} f(x) = CD_{x_L,x}^{\alpha(x)} f(x) + \sum_{k=0}^{n-1} \frac{f^{(k)}(x_L)(x - x_L)^{k-\alpha(x)}}{\Gamma(k - \alpha(x) + 1)},
\]

(2.7)

\[
RLD_{x,x_R}^{\alpha(x)} f(x) = CD_{x,x_R}^{\alpha(x)} f(x) + \sum_{k=0}^{n-1} \frac{(-1)^k f^{(k)}(x_R)(x_R - x)^{k-\alpha(x)}}{\Gamma(k - \alpha(x) + 1)}.
\]

3. Spectral collocation method for FODEs. In this section, we present one of the main contributions of this work, i.e., we present the spectral collocation method to solve FODEs by applying the new differentiation matrices (see section 4). Our spectral collocation method is more flexible with better accuracy than the existing ones. We also clarify when the new spectral collocation methods obtains better results than existing versions.

Consider the following FODE

\[
\begin{align*}
& CD_{x_L,x}^{\alpha(x)} u(x) + C(x) u(x) = f(x), \quad x \in (x_L, x_R), 0 < \alpha(x) < 1, \\
& u(x_L) = 0.
\end{align*}
\]

(3.1)

To approximate the solution of \( u \), we use the following basis

\[ X_{\mathbb{P}}^n = \{ v \mid v = (x-x_L)^{\mu} P_n(x), \quad P_n(x) \in \mathbb{P}_N, n = 0, 1, \ldots, N \}, \quad \mu > -1, \]

where \( \mathbb{P}_N \) is a set of algebraic polynomials of order no more than \( N \) over the domain \([x_L, x_R]\). Our collocation method for (3.1) is then to find an interpolant \( P_{\alpha(x)}^{\mu,a,b,+} u \in X_{\mathbb{P}}^n \) such that

\[
\left[ CD_{x_L,x}^{\alpha(x)} P_{\alpha(x)}^{\mu,a,b,+} u(x) \right]_{x=x_j} + C(x_j) u_j = f(x_j),
\]

(3.2)

where \( P_{\alpha(x)}^{\mu,a,b,+} u(x) = (x-x_L)^{\mu} P_{\alpha(x)}^{a,b} v = (x-x_L)^{\mu} \sum_{j=0}^{N} v_j l_j(x) \) and \( v_j = (x_j-x_L)^{-\mu} u_j \).

Here \( P_{\alpha(x)}^{a,b} \) is the JGL interpolation operator associated with the collocation points \( x_j = \frac{x_L + x_R}{2} j + x_L, j \in [0, N] \), where \( \hat{x}_j \) \((0 \leq j \leq N)\) are the roots of \((1-x^2)(P_{\alpha(x)}^{a,b}(x))'\), and \( P_{\alpha(x)}^{a,b} \) is the \( N \)th-order Jacobi polynomial defined by (4.2). The Lagrange interpolation basis function \( l_j(x) \) is the \( j \)th corresponding interpolation polynomial, i.e., it has value 1 at \( x_j \) and value 0 at points \( x_i \) \((i \neq j)\).

In its matrix form, (3.2) can be expressed as

\[
\mathcal{A} (u_1, \ldots, u_N)^T = (f(x_1), f(x_2), \ldots, f(x_N))^T - \mathcal{B} v_0,
\]

(3.3)

where \( \mathcal{A} \in \mathbb{R}^{N \times N} \) that satisfies

\[
(\mathcal{A})_{j-1,k-1} = \left((x_R - x_L)/2\right)^{-\alpha(x_j)} (\mathcal{D}_L)_{j,k} + C(x_j) \delta_{j,k}, \quad j, k = 1, 2, \ldots, N,
\]

and \( \mathcal{D}_L \) is defined by (4.39), while \( \mathcal{B} \in \mathbb{R}^{N \times 1} \) satisfies

\[
(\mathcal{B})_{j-1} = \left((x_R - x_L)/2\right)^{-\alpha(x)} (\mathcal{D}_L)_{j,0}, \quad j = 1, 2, \ldots, N.
\]

With (3.2), we actually solve the following equation

\[
CD_{x_L,x}^{\alpha(x)}((x-x_L)^{\mu} v(x)) + C(x)(x-x_L)^{\mu} v(x) = f(x),
\]

(3.4)
which is equivalent to (3.1) with \( u = (x-x_L)^\mu v \). As pointed out in [44], the regularity of \( v \) can be much higher than \( u \) and thus the polynomial interpolation of \( v \) in (3.2) is more accurate than the polynomial interpolation of \( u \) itself. For example, when \( a = b = 0 \) (see, e.g., [19]), we have

\[
\|I_N^{\mu,0,\pm}u - u\|_{\omega,0} = \|(x-x_L)^\mu(I_N^{0,0}v - v)\|_{\omega,0} = \|I_N^{0,0}v - v\|_{\omega,2,0},
\]

(3.5)

where \( \omega^{a,b}(x) = (1-x)^a(1+x)^b \) and we have supposed \( v \in H^{r}(I), I = (-1,1), \mu > -1/2 \). If \( u(x) \) has very low regularity at the endpoint, say \( u(x) = (x-x_L)^{0.1} \), then \( v = (x-x_L)^{-\mu+0.1} \), which has higher regularity than \( u(x) \) when \(-1 < \mu < 0\). For FODE (3.1) with smooth \( f(x) \) and \( C(x) \), this is true when \( \alpha \) is small; see, e.g., [11] and Remark 3.1.

The choice of \( \mu \) is extremely important in practice. Here we prefer to choose \( \mu \leq 0 \) that will lead to \( v_0 = v(x_L) = \lim_{x \to x_L^-} (x-x_L)^{-\mu}u(x) = 0 (\mu < 0) \) or \( v_0 = v(x_L) = u(x_L) (\mu = 0) \) whenever \( u(x) \) is bounded. For \( \mu > 0 \), we need to know \( v_0 = \lim_{x \to x_L^+} (x-x_L)^{-\mu}u(x) \) that is unknown if the JGL spectral collocation method is applied to (3.1), while arbitrary assignment of \( v_0 \) may lead to unsatisfactory accuracy; see \( B v_0 \) in the right-hand side of (4.31), where \( v_0 = \lim_{x \to x_L^+} (x-x_L)^{-\mu}u(x) \) is possibly not equal to zero when \( \mu > 0 \). Moreover, the derivation of the differentiation matrix \( \mathcal{D}_L \) in (4.31) avoids using \((1+x)^{-\mu}\) for JGL points \((x_0 = -1)\), which is meaningless when \( \mu > 0 \); see also the numerical results in Tables 3–4 in Example 5.1, where we also choose \( \mu > 0 \) and let \( v_0 = 0 \) in the numerical simulation for comparison.

Remark 3.1. For the simple FDE with variable order as (3.1), the regularity of its solution is much more complicated than in the case of the constant-order FDEs. For example, when \( f(x) = 1 \), \( \alpha(x) \) is smooth, and \( C(x) = \phi_0 = 0 \), the exact solution to (3.1) is \( u(x) = \frac{(x-x_L)^{\alpha(x)}}{\Gamma(1+\alpha(x))} \). For such a simple case, the regularity of \( u(x) \) at \( x = x_L \) is low when \( \alpha(x) \) is small. In contrast, \( v(x) = (x-x_L)^{-\mu}u(x) = \frac{(x-x_L)^{\alpha(x)-\mu}}{\Gamma(1+\alpha(x))} \) can be smoother than \( u \) when \(-1 < \mu < 0\). Then we have more accurate numerical solutions of \( v(x) \) and thus expect more accurate numerical solutions of \( u(x) \). See numerical examples for details in section 5.

4. Derivation of the differentiation matrices. In this section, we first develop the recurrence formulas to calculate the fractional integrals of the weighted Jacobi polynomials \( P_{\pm,\mu}^{a,b}(x) \), where \( P_{\pm,\mu}^{a,b}(x) \) is defined by

\[
P_{\pm,\mu}^{a,b}(x) = (1 \pm x)^\mu P_j^{a,b}(x), \quad \mu > -1, x \in [-1,1].
\]

Then we derive the fractional derivatives of \( P_{\pm,\mu}^{a,b}(x) \) from the corresponding fractional integrals of \( P_{\pm,\mu}^{a,b}(x) \), which leads to the desired differentiation matrices associated with these weighted polynomials by a simple matrix-matrix multiplication.

The Jacobi polynomials \( \{P_j^{a,b}(x)\} \), \( a, b > -1, x \in [-1,1] \) are given by the following three-term recurrence relation (see, e.g., [28]),

\[
P_0^{a,b}(x) = 1, \quad P_1^{a,b}(x) = \frac{1}{2}(a+b+2)x + \frac{1}{2}(a-b),
\]

\[
P_j^{a,b}(x) = (A_jx - B_j)P_j^{a,b}(x) - C_jP_{j-1}^{a,b}(x), \quad j \geq 1,
\]

(4.2)
where
\[ A_j = \frac{(2j + a + b + 1)(2j + a + b + 2)}{2(j + 1)(j + a + b + 1)}, \]
\[ B_j = \frac{(b^2 - a^2)(2j + a + b + 1)}{2(j + 1)(j + a + b + 1)(2j + a + b)}, \]
\[ C_j = \frac{(j + a)(j + b)(2j + a + b + 2)}{(j + 1)(j + a + b + 1)(2j + a + b)}. \]

Let \( \omega^{a,b}(x) = (1 - x)^a(1 + x)^b \). Then, one has
\[ \int_{-1}^{1} P_m^{a,b}(x) P_n^{a,b}(x) \omega^{a,b}(x) \, dx = \delta_{mn} \gamma_n^{a,b}, \]
where \( \delta_{mn} \) is the Kronecker delta function and
\[ \gamma_n^{a,b} = \frac{2^{a+b+1} \Gamma(n + a + 1) \Gamma(n + b + 1)}{(2n + a + b + 1)n! \Gamma(a + b + 1)}. \]

In this section, we also use the following notation:
\[ G_{L,j}^{a,b,\alpha,\mu}(x) = D_{-1,a}^{-\alpha} P_{a+j}^{a,b,\mu}(x), \quad x \in [-1,1], \]
\[ G_{R,j}^{a,b,\alpha,\mu}(x) = D_{a+1}^{-\alpha} P_{-a+j}^{a,b,\mu}(x), \quad x \in [-1,1]. \]

4.1. Fractional integrals of the weighted Jacobi polynomials. In this subsection, we develop a recurrence formula to calculate the \( \alpha(x) \)th-order left (or right) fractional integral of \( P_{a+j}^{a,b,\mu}(x) \) (or \( P_{-a+j}^{a,b,\mu}(x) \)).

We can compute \( G_{L,j}^{a,b,\alpha,\mu}(x) \) by the following recurrence relation.

**Theorem 4.1.** Let \( a, b, \mu > -1 \) and \( \alpha(x) > 0, \ x \in [-1,1] \). Then \( G_j = G_{L,j}^{a,b,\alpha,\mu}(x) \) defined by (4.6) and \( H_j = \alpha(x) G_{L,j}^{a,b,\alpha+1,\mu}(x) \) satisfy, for \( j \geq 1 \),
\[ G_{j+1} = (A_j x - B_j) G_j - C_j G_{j-1} - A_j H_j, \]
\[ H_{j+1} = -(A_j + B_j) H_j - C_j H_{j-1} \]
\[ - (\mu + 1 + \alpha) A_j \left( \tilde{A}_j H_{j-1} + \tilde{B}_j H_j + \tilde{C}_j H_{j+1} \right) \]
\[ + (1 + x) \alpha A_j \left( \tilde{A}_j G_{j-1} + \tilde{B}_j G_j + \tilde{C}_j G_{j+1} \right), \]

where
\[ \tilde{A}_j = \frac{-2(j + a)(j + b)}{(j + a + b)(2j + a + b)(2j + a + b + 1)}, \]
\[ \tilde{B}_j = \frac{2(a - b)}{(2j + a + b)(2j + a + b + 2)}, \]
\[ \tilde{C}_j = \frac{2(j + a + b + 1)}{(2j + a + b + 1)(2j + a + b + 2)}. \]

We can compute \( G_{R,j}^{a,b,\alpha,\mu}(x) \) in a similar fashion.
Theorem 4.2. Let \( a, b, \mu > -1 \) and \( \alpha(x) > 0, x \in [-1, 1] \). Then \( G_j = G_{R,j}^{a,b,\alpha,\mu}(x) \) defined by (4.7) and \( H_j = \alpha(x)G_{R,j}^{a,b,\alpha+1,\mu}(x) \) satisfy, for \( j \geq 1 \),

\[
G_{j+1} = (A_jx - B_j)G_j - C_jG_{j-1} + A_jH_j,
\]

\[
H_{j+1} = (A_j - B_j)H_j - C_jH_{j-1} - (\mu + 1 + \alpha)A_j \left( \hat{A}_jH_{j-1} + \hat{B}_jH_j + \hat{C}_jH_{j+1} \right)
\]

\[(4.14)\]

where \( \hat{A}_j, \hat{B}_j, \) and \( \hat{C}_j \) are defined by (4.10), (4.11), and (4.12), respectively.

Remark 4.1. When \( \mu = 0 \) and \( j \geq 1 \), we have (see, e.g., [16, 40]),

\[
G_{L,j+1}^{a,b,\alpha,0} = \frac{A_jx - B_j - \alpha(x)A_j\hat{B}_j}{1 + \alpha(x)A_j\hat{C}_j} G_{L,j}^{a,b,\alpha,0} - \frac{C_j + \alpha(x)A_j\hat{A}_j}{1 + \alpha(x)A_j\hat{C}_j} G_{L,j-1}^{a,b,\alpha,0}
\]

\[
+ \frac{A_j \left( \hat{A}_jP_{j-1}^{a,b}(-1) + \hat{B}_jP_{j}^{a,b}(-1) + \hat{C}_jP_{j+1}^{a,b}(-1) \right)}{\Gamma(\alpha(x)) \left( 1 + \alpha(x)A_j\hat{C}_j \right)} (x + 1)^{1+\alpha(x)}
\]

(4.15)

\[
G_{R,j+1}^{a,b,\alpha,0} = \frac{A_jx - B_j - \alpha(x)A_j\hat{B}_j}{1 + \alpha(x)A_j\hat{C}_j} G_{R,j}^{a,b,\alpha,0} - \frac{C_j + \alpha(x)A_j\hat{A}_j}{1 + \alpha(x)A_j\hat{C}_j} G_{R,j-1}^{a,b,\alpha,0}
\]

\[
+ \frac{A_j \left( \hat{A}_jP_{j-1}^{a,b}(1) + \hat{B}_jP_{j}^{a,b}(1) + \hat{C}_jP_{j+1}^{a,b}(1) \right)}{\Gamma(\alpha(x)) \left( 1 + \alpha(x)A_j\hat{C}_j \right)} (1 - x)^{1+\alpha(x)}
\]

For initial values \( G_{L,j}^{a,b,\alpha,\mu}(j = 0, 1) \) and \( G_{R,j}^{a,b,\alpha,\mu}(j = 0, 1) \), we can easily obtain

\[
G_{L,0}^{a,b,\alpha,\mu} = \frac{\Gamma(\mu + 1)}{\Gamma(\mu + 1 + \alpha(x))} (1 + x)^{\alpha(x)+\mu}
\]

\[
G_{L,1}^{a,b,\alpha,\mu} = \frac{(a + b + 2)\Gamma(\mu + 2)}{2\Gamma(\mu + 2 + \alpha(x))} (1 + x)^{\alpha(x)+\mu+1} - (b + 1)G_{L,0}^{a,b,\alpha,\mu}
\]

\[
G_{R,0}^{a,b,\alpha,\mu} = \frac{\Gamma(\mu + 1)}{\Gamma(\mu + 1 + \alpha(x))} (1 - x)^{\alpha(x)+\mu}
\]

\[
G_{R,1}^{a,b,\alpha,\mu} = -\frac{(a + b + 2)\Gamma(\mu + 2)}{2\Gamma(\mu + 2 + \alpha(x))} (1 - x)^{\alpha(x)+\mu+1} + (a + 1)G_{R,0}^{a,b,\alpha,\mu}
\]

The initial values of \( H_j(j = 0, 1) \) in Theorem 4.1 (or Theorem 4.2) can be obtained from the relation \( H_j = \alpha G_{L,j}^{a,b,\alpha+1,\mu} \) (or \( H_j = \alpha G_{R,j}^{a,b,\alpha+1,\mu} \)).

When \( \mu = b \) in Theorem 4.1 or \( \mu = a \) in Theorem 4.2, we have simpler expressions.

Corollary 4.3. Suppose that \( \alpha(x), x \in (-1, 1), \) is a real-valued function, \( a, b > -1 \). Then

\[
RL D_{-1,x}^{a}(x) P_{j}^{a,b}(x) = \frac{\Gamma(j + b + 1)}{\Gamma(j + b + 1 + \alpha(x))} (1 + x)^{b-\alpha(x)} P_{j}^{\alpha(x), b-\alpha(x)}(x),
\]

(4.17)

\[
RL D_{x,1}^{a}(x) P_{-j}^{a,b}(x) = \frac{\Gamma(j + a + 1)}{\Gamma(j + a + 1 + \alpha(x))} (1 - x)^{a-\alpha(x)} P_{j}^{\alpha(x), b+\alpha(x)}(x),
\]
Proof. Equation (4.17) with constant fractional order $\alpha$ can be found in [6, 37, 44], which also holds for the variable-order $\alpha(x)$. For any $\alpha(x)$, (4.17) can be proven by using the explicit form of Jacobi polynomials (e.g., see p. 71 in [28]), the proof of which is omitted here. \qed

Next, we investigate the stability of the recurrence formulas (4.15) and (4.16). When $b = 0$, we can easily verify that $\tilde{A}_j P_{a,b}^{\alpha,-\alpha}(-1) + \tilde{B}_j P_{a,b}^{\alpha,+\alpha}(-1) + \tilde{C}_j P_{a,b}^{\alpha,+\alpha}(-1) = 0$ by using (A.1) and (4.10)–(4.12). In such a case, (4.15) becomes a three-term recurrence formula and defines an orthogonal system with respect to the weight function $\omega^{a+\alpha,0}(x) = (1-x)^{a+\alpha}$ when $a + \alpha, -\alpha > -1$ and $\alpha$ is a constant. Hence, the recurrence formula (4.15) is stable for constant-order $\alpha$ when $a + \alpha, -\alpha > -1$. For each $x_0 \in [-1, 1]$ and $\alpha_0 = \alpha(x_0)$, we find that $\{G_{L,j}^{a,b,\alpha_0,0}(x)\}$ defines an orthogonal system with respect to the weight function $\omega^{a+\alpha_0,0}(x) = (1-x)^{a+\alpha_0}, x \in [-1, 1]$. Thus, (4.15) is stable for variable-order $\alpha(x)$ when $a + \alpha(x), -\alpha(x) > -1$. Similarly, (4.16) defines an orthogonal system when $a = 0$, $\alpha$ is a constant, and $b + \alpha, -\alpha > -1$, thus is stable for variable-order $\alpha(x)$ when $b + \alpha(x), -\alpha(x) > -1$.

In general cases, i.e., $b \neq 0$ or $a \neq 0$, it is difficult to prove that the three-term recurrence formula (4.8)–(4.9) or (4.13)–(4.14) could define an orthogonal system. Thus, we numerically show their performance in stability. Here we only consider (4.8)–(4.9), since the situation is very similar for (4.13)–(4.14).

We will test two approaches of computing $G_{L,j}^{a,b,\alpha,\mu}(x)$ in (4.6): the recurrence formula (4.8)–(4.9) and the direct computation using the Gauss quadrature rule given by

\begin{equation}
G_{L,j}^{a,b,\alpha,\mu}(x) = \frac{(x+1)^{\alpha(x)+\mu}}{2^{\alpha(x)+\mu} \Gamma(\alpha(x))} \int_{-1}^{1} \omega^{\alpha(x)-1,\mu}(\hat{s}) P_{a,b}^{\alpha}(\frac{(x+1)\hat{s} + x - 1}{2}) d\hat{s},
\end{equation}

where $\omega^{\alpha(x)-1,\mu}(\hat{s}) = (1 - \hat{s})^{\alpha(x)-1}(1 + \hat{s})^\mu$. So for any given $x \in [-1, 1]$, $G_{L,j}^{a,b,\alpha,\mu}(x)$ can be directly calculated by the following exact formula

\begin{equation}
G_{L,j}^{a,b,\alpha,\mu}(x) = \frac{1}{\Gamma(\alpha(x))} \left( \frac{x+1}{2} \right)^{\alpha(x)+\mu} \sum_{k=0}^{M_j} \omega_k P_{a,b}^{\alpha}(s_k), \quad M_j \geq \lceil j/2 \rceil,
\end{equation}

where $s_k = \frac{(x+1)\hat{s}_k + x - 1}{2}$, $\{\hat{s}_k\}$ are the JGL quadrature points, i.e., $\{\hat{s}_k\}$ are the roots of $(1 - \hat{s}^2)^{\alpha} P_{M_j}^{\alpha(x)-1,\mu}(\hat{s})$, with the corresponding weights $\{\omega_k\}$. For simplicity, we can choose $M_j = \lceil N/2 \rceil + 2$ in (4.19) in the computation.

Now we are ready to test the computational performance of the recurrence formula (4.8)–(4.9) and the Gauss quadrature (4.19). The numerical solutions obtained by the recurrence formula (4.8)–(4.9) are denoted by $(1)G_{L,j}^{a,b,\alpha,\mu}(x)$ and the numerical solutions from the Gauss quadrature (4.19) are denoted by $(2)G_{L,j}^{a,b,\alpha,\mu}(x)$. Let $e_j^{(m)}(x) = (m)G_{L,j}^{a,b,\alpha,\mu}(x) - G_{L,j}^{a,b,\alpha,\mu}(x)$ $(m = 1, 2)$, where $G_{L,j}^{a,b,\alpha,\mu}(x)$ is the reference solution from the first equation in (4.17) with $\mu = b$. Then the relative $L^\infty$ error is defined by

$$
\|e_j^{(m)}\|_\infty = \max_{0 \leq j \leq N} \max_{0 \leq k \leq 256} \left| \frac{e_j^{(m)}(x_k)}{G_{L,j}^{a,b,\alpha,\mu}(x_k)} \right|, \quad x_k = -1 + \frac{2k}{256}.
$$

In Table 1, we observe that the recurrence formula (4.8)–(4.9) shows higher accuracy while the Gauss quadrature (4.19) shows less accurate results, especially when
Comparison between the error $\|e^{(1)}\|_\infty$ of the recurrence formula (4.8)–(4.9) and the error $\|e^{(2)}\|_\infty$ of the JG quadrature (4.19), $a = 0, b = \mu, a(x) = 2|\sin(10x)|$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\mu$</th>
<th>$|e^{(1)}|_\infty$</th>
<th>$|e^{(2)}|_\infty$</th>
<th>$\mu$</th>
<th>$|e^{(1)}|_\infty$</th>
<th>$|e^{(2)}|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>1.59e-15</td>
<td>2.46e-14</td>
<td>1.22e-15</td>
<td>2.76e-14</td>
<td>3.00e-15</td>
<td>2.68e-14</td>
</tr>
<tr>
<td>128</td>
<td>0.2</td>
<td>1.59e-15</td>
<td>1.76e-13</td>
<td>1.22e-15</td>
<td>1.47e-13</td>
<td>0.8</td>
</tr>
<tr>
<td>512</td>
<td>2.67e-15</td>
<td>6.31e-12</td>
<td>1.22e-15</td>
<td>7.63e-12</td>
<td>8.83e-15</td>
<td>8.45e-12</td>
</tr>
<tr>
<td>64</td>
<td>1.73e-15</td>
<td>1.41e-14</td>
<td>2.40e-15</td>
<td>1.04e-14</td>
<td>3.16e-15</td>
<td>6.36e-15</td>
</tr>
<tr>
<td>128</td>
<td>-0.2</td>
<td>2.25e-15</td>
<td>1.90e-13</td>
<td>3.39e-15</td>
<td>5.73e-14</td>
<td>-0.8</td>
</tr>
<tr>
<td>512</td>
<td>5.56e-15</td>
<td>3.88e-12</td>
<td>6.77e-15</td>
<td>4.65e-12</td>
<td>1.66e-14</td>
<td>1.55e-12</td>
</tr>
</tbody>
</table>

$N$ is large. This is possibly due to the accumulation of the round-off errors in the summation in (4.19). Further, the Gauss quadrature (4.19) takes much more time than the recurrence formula (4.8)–(4.9). For fixed $x$, we need $O(N)$ operations to obtain $(1)G_{L,j}^{a,b,\alpha,\mu}(x)(j = 0, 1, \ldots, N)$, while we need at least $O(N^2)$ operations to obtain $(2)G_{L,j}^{a,b,\alpha,\mu}(x)(j = 0, 1, \ldots, N)$. Moreover, we also need to recalculate the Gauss quadrature points $\{s_k\}$ and weights $\{\omega_k\}$ in (4.19) when $x$ changes, and thus the computational cost is $O(N^3)$. From Table 1, we observe better accuracy of the recurrence formula, which implies the stability of the recurrence formula (4.8)–(4.9).

### 4.2. Riemann–Liouville fractional derivatives of the weighted Jacobi polynomials.

In this subsection, we compute the Riemann–Liouville fractional derivatives of $P_{+\nu}^{a,b}(x)$ and $P_{-\nu}^{a,b}(x)$. To this end, we adopt the technique used in [16] to get the fractional derivative of $P_{+\nu}^{a,b}(x)$ (or $P_{-\nu}^{a,b}(x)$) from the corresponding fractional integral of $P_{+\nu}^{a,b}(x)$ (or $P_{-\nu}^{a,b}(x)$). For simplicity, we denote

\begin{equation}
RLS_{L,j}^{a,b,\alpha,\mu}(x) = RL\mathcal{D}_{-1,x}^{\alpha}(x)P_{+\nu}^{a,b,\mu}(x), \quad RLS_{R,j}^{a,b,\alpha,\mu}(x) = RL\mathcal{D}_{+1,x}^{\alpha}(x)P_{-\nu}^{a,b,\mu}(x).
\end{equation}

In the rest of this subsection, we use $S_{L,j}(x) = RLS_{L,j}^{a,b,\alpha,\mu}(x)$ and $S_{R,j}(x) = RLS_{R,j}^{a,b,\alpha,\mu}(x)$.

When $\alpha(x) = \alpha$ is a constant and $n - 1 < \alpha < n, n \in \mathbb{N}$, we have

\begin{equation}
S_{L,j}(x) = \frac{d^n}{dx^n}G_{L,j}^{a,b,n-\alpha,\mu}(x), \quad S_{R,j}(x) = (-1)^n \frac{d^n}{dx^n}G_{R,j}^{a,b,n-\alpha,\mu}(x).
\end{equation}

For $0 < \alpha < 1$, letting $\tilde{\alpha} = 1 - \alpha$ and $s = (x+1)\tilde{s} - 1$, we have

\begin{equation}
S_{L,j}(x) = \frac{d}{dx}G_{L,j}^{a,b,\tilde{\alpha},\mu}(x) = \frac{(x + 1)^{\tilde{\alpha} + \mu}}{\Gamma(\tilde{\alpha})} \int_0^1 (1 - \tilde{s})^{\tilde{\alpha} - 1} s^{\mu + 1} \frac{\partial P_{n}^{a,b}(s)}{\partial s} d\tilde{s} + \frac{\tilde{\alpha} + \mu}{x+1} \frac{(x + 1)^{\tilde{\alpha} + \mu}}{\Gamma(\tilde{\alpha})} \int_0^1 (1 - \tilde{s})^{\tilde{\alpha} - 1} s^{\mu} P_{j}^{a,b}(s) d\tilde{s},
\end{equation}

which leads to

\begin{equation}
S_{L,j}(x) = \frac{1}{x+1} \left( (\tilde{\alpha} + \mu)G_{L,j}^{a,b,\tilde{\alpha},\mu}(x) + \tilde{d}_{j,1}^{a,b} G_{L,j-1}^{a,b+1,\tilde{\alpha},\mu+1}(x) \right),
\end{equation}

where we have used $\frac{dP_{n}^{a,b}(x)}{dx} = \tilde{d}_{n}^{a,b} P_{n}^{a,b}(x)$ and $\tilde{d}_{j,1}^{a,b}$ is defined by (A.3).
For $1 < \alpha < 2$, letting $\hat{\alpha} = 2 - \alpha$ and $s = (x + 1)\delta - 1$, we have

$$S_{L,j}(x) = \frac{d^2}{dx^2} G_{L,j}^{\alpha,b,\hat{\alpha},\mu}(x) = \frac{(x + 1)^{\hat{\alpha} + \mu}}{\Gamma(\hat{\alpha})} \int_0^1 (1 - s)^{\hat{\alpha} - 1} s^{\mu + 2} \frac{\partial^2 P_{L,j}^{\alpha,b}(s)}{\partial s^2} \, ds$$

$$+ \frac{2(\alpha + \mu)(x + 1)^{\hat{\alpha} + \mu}}{(x + 1)} \int_0^1 (1 - s)^{\hat{\alpha} - 1} s^{\mu + 1} \frac{\partial P_{L,j}^{\alpha,b}(s)}{\partial s} \, ds$$

$$+ \frac{(\alpha + \mu)\hat{\alpha} - 1}{(x + 1)^2} \int_0^1 (1 - s)^{\hat{\alpha} - 1} s^{\mu} P_{L,j}^{\alpha,b}(s) \, ds.$$

Applying (A.2) and (A.3) (see appendix) with $n = 1, 2$, we obtain

$$(4.22) \quad S_{L,j}(x) = \frac{1}{(x + 1)^2} \left[ (\hat{\alpha} + \mu)(\hat{\alpha} + \mu - 1) G_{L,j}^{\alpha,b,\hat{\alpha},\mu}(x) + 2(\hat{\alpha} + \mu) d_{L,j}^{\alpha,b} G_{L,j-1}^{\alpha+1,b+1,\hat{\alpha},\mu+1}(x) + d_{L,j}^{\alpha,b} G_{L,j-2}^{\alpha+2,b+2,\hat{\alpha},\mu+2}(x) \right].$$

When $\alpha(x)$ is a function of $x, x \in (-1, 1)$, we can readily verify that (4.21) and (4.22) hold from the definitions (2.3) and (2.4). Also, when $\alpha(x) > 2$, $S_{L,j}(x)$ can be similarly derived, which is omitted here.

For the right fractional derivative operator, we have similar relations. For a given $x \in [-1, 1]$ and $0 < \alpha(x) < 1$, letting $\hat{\alpha}(x) = 1 - \alpha(x)$, we have

$$(4.23) \quad S_{R,j}(x) = \frac{1}{1 - x} \left[ (\hat{\alpha} + \mu) G_{R,j}^{\alpha,b,\hat{\alpha},\mu}(x) + d_{R,j}^{\alpha,b} G_{R,j-1}^{\alpha+1,b+1,\hat{\alpha},\mu+1}(x) \right].$$

For a given $x \in [-1, 1]$ and $1 < \alpha(x) < 2$, let $\hat{\alpha}(x) = 2 - \alpha(x)$ and we have

$$(4.24) \quad S_{R,j}(x) = \frac{1}{(1 - x)^2} \left[ (\hat{\alpha} + \mu)(\hat{\alpha} + \mu - 1) G_{R,j}^{\alpha,b,\hat{\alpha},\mu}(x) - 2(\hat{\alpha} + \mu) d_{R,j}^{\alpha,b} G_{R,j-1}^{\alpha+1,b+1,\hat{\alpha},\mu+1}(x) + d_{R,j}^{\alpha,b} G_{R,j-2}^{\alpha+2,b+2,\hat{\alpha},\mu+2}(x) \right].$$

### 4.3. Differentiation matrices of the Riemann–Liouville fractional derivatives

Let $u(x) = (1 \pm x)^\mu v(x)$ be a function defined on the interval $[-1, 1]$ and $N$ be a positive integer. Denote $x_j, j = 0, 1, \ldots, N$, as the JGL points defined on the interval $[-1, 1]$. Then $u(x)$ can be approximated by

$$(4.25) \quad I_N^{\mu,a,b,\pm} u(x) = (1 \pm x)^\mu I_N^{a,b} v(x) = (1 \pm x)^\mu \sum_{j=0}^N v(x_j) l_j(x) = \sum_{j=0}^N \hat{v}_j P_{\pm,j}^{a,b,\mu}(x),$$

where $l_j(x)$ is the Lagrange interpolation basis function based on JGL points and $l_j(x)$ can be represented as

$$(4.26) \quad l_j(x) = \sum_{k=0}^N c_{k,j} P_k^{a,b}(x).$$

Then $c_{k,j}$ can be determined by the following relation [28]

$$\left(\mathcal{C}\right)_{k,j} = c_{k,j} = \frac{P_k^{a,b}(x_j) \omega_j}{\delta_k^{\alpha,a,b}}.$$
in which $\gamma_{k}^{a,b}$ is defined by (4.5), $\delta_{k} = 1$ ($0 \leq k < N$), and $\delta_{N} = 2 + \frac{a + b + 1}{N}$. If $I_{N}^{a,b}$ in (4.25) is the JG or Jacobi–Gauss–Radau (JGR) interpolation, then we have

$$\delta_{k} = 1$$ ($0 \leq k \leq N$) in (4.27). Combining (4.26)–(4.27) yields

$$\hat{v} = \mathcal{C}v(x),$$

(4.28)

where $\hat{v} = (\hat{v}_{0}, \hat{v}_{1}, \ldots, \hat{v}_{N})^{T}$ and $v(x) = (v(x_{0}), v(x_{1}), \ldots, v(x_{N}))^{T}$.

The Riemann–Liouville derivative $RLD_{-1,x}^{\alpha}I_{N}^{a,b}u(x)$ ($\alpha(x) > 0, x \in [-1,1]$) can be calculated by the following relation

$$RLD_{-1,x}^{\alpha(x)}I_{N}^{a,b}u(x) = \sum_{j=0}^{N} \hat{v}_{j} RL_{L,j}^{a,b,\alpha,\mu}(x),$$

(4.29)

where $RL_{L,j}^{a,b,\alpha,\mu}(x)$ is defined in (4.20). Combining (4.28) and (4.29) yields

$$RLD_{-1,x}^{\alpha(x)}I_{N}^{a,b}u(x) = \left( RL_{L}^{a,b,\alpha,\mu}(x), RL_{L,1}^{a,b,\alpha,\mu}(x), \ldots, RL_{L,N}^{a,b,\alpha,\mu}(x) \right) \mathcal{C}v(x),$$

(4.30)

Let $RLD_{-1,x}^{\alpha(x)}I_{N}^{a,b}u(x_{j}) = [RLD_{-1,x}^{\alpha(x)}I_{N}^{a,b}u(x)]_{x=x_{j}}$. Then $RLD_{-1,x}^{\alpha(x)}I_{N}^{a,b}u$ at the collocation points $x = x_{j}$ ($j = 0, 1, \ldots, N$) can be calculated by the following simple formula

$$\left( RL_{-1,x_{0}}^{\alpha(x)}I_{N}^{a,b}u(x_{0}), \ldots, RL_{-1,x_{N}}^{\alpha(x)}I_{N}^{a,b}u(x_{N}) \right)^{T} = D_{L} \tilde{\mathbf{u}}(x),$$

(4.31)

where $\tilde{\mathbf{u}}(x) = (v(x_{0}), v(x_{1}), v(x_{2}), \ldots, v(x_{N}))^{T}$, $v(x_{0}) = \lim_{x \to x_{0}^{-}}(x - x_{0})^{-\mu}u(x)$, the differential matrix $D_{L} = SC \text{ diag} (1, 1 + x_{1}^{-\mu}, \ldots, 1 + x_{N}^{-\mu})$, the matrix $S$ satisfies $(S)_{i,j} = RL_{L,i,j}^{a,b,\alpha,\mu}(x_{i})$, $i, j = 0, 1, \ldots, N$, and $RL_{L,j}^{a,b,\alpha,\mu}(x)$ is defined in (4.20).

We can similarly derive the differentiation matrix $D_{R}$ such that

$$\left( RL_{x_{0},1}^{\alpha(x)}I_{N}^{a,b}u(x_{0}), \ldots, RL_{x_{N},1}^{\alpha(x)}I_{N}^{a,b}u(x_{N}) \right)^{T} = D_{R} \tilde{\mathbf{u}}(x),$$

(4.32)

where $\tilde{\mathbf{u}}(x) = (u(x_{0}), u(x_{1}), \ldots, u(x_{N-1}), v(x_{N}))^{T}$, $v(x_{N}) = \lim_{x \to x_{N}^{+}}(x_{N} - x)^{-\mu}u(x)$, $D_{R} = SC \text{ diag} ((1 + x_{0})^{-\mu}, (1 + x_{1})^{-\mu}, \ldots, (1 + x_{N-1})^{-\mu}, 1)$, the matrix $S$ satisfies $(S)_{i,j} = RL_{R,i,j}^{a,b,\alpha,\mu}(x_{i})$, $i, j = 0, 1, \ldots, N$, and $RL_{R,j}^{a,b,\alpha,\mu}(x)$ is defined in (4.20).

We can similarly derive the differentiation matrices based on the JG and JGR points. For example, when the JG points are used, the right-hand side in (4.31) is replaced by $D_{L} \mathbf{u}(x)$, where $D_{L} = SC \text{ diag} ((1 + x_{0})^{-\mu}, (1 + x_{1})^{-\mu}, \ldots, (1 + x_{N})^{-\mu})$.

4.4. Differentiation matrices of the Caputo fractional derivatives. In this subsection, we focus on the computation of $CS_{L,j}^{a,b,\alpha,\mu}(x) = CD_{x}^{\alpha(x)}P_{j}^{a,b,\mu}(x)$ and $CS_{R,j}^{a,b,\alpha,\mu}(x) = CD_{x}^{\alpha(x)}P_{j}^{a,b,\mu}(x)$, which leads to the desired differentiation matrices of the Caputo fractional derivatives. In the rest of this subsection, we also use $S_{L,j}(x) = CS_{L,j}^{a,b,\alpha,\mu}(x)$ and $S_{R,j}(x) = CS_{R,j}^{a,b,\alpha,\mu}(x)$ for simplicity.

For $\mu \geq 0$ and $0 < \alpha(x) < 1$ with $\alpha = 1 - \alpha$, we have

$$S_{L,j}(x) = CD_{-1,x}^{\alpha(x)}P_{j+1}^{a,b,\mu}(x)$$

$$= \frac{1}{\Gamma(\tilde{\alpha})} \int_{-1}^{x} (x - s)^{\tilde{\alpha}-1} \left[ \mu(1+s)^{-\alpha-1} P_{j+1}^{a,b}(s) + d_{j+1}^{a,b}(1+s)^{\mu} P_{j+1}^{a,b+1}(s) \right] ds,$$
where

\[ S_{L,j}(x) = \mu G_{L,j}^{a,b,1-\alpha,\mu-1}(x) + d_{j,1}^{a,b} G_{L,j-1}^{a,b+1,1-\alpha,\mu}(x). \]

Similarly, we have

\[ S_{R,j}(x) = \mu G_{R,j}^{a,b,1-\alpha,\mu-1}(x) - d_{j,1}^{a,b} G_{R,j-1}^{a,b+1,1-\alpha,\mu}(x), \quad 0 < \alpha(x) < 1. \]

For \( \mu \geq 1 \) and \( 1 < \alpha < 2 \), we obtain

\[
\begin{align*}
S_{L,j}(x) &= \mu(\mu - 1) G_{L,j}^{a,b,2-\alpha,\mu-2}(x) + 2\mu d_{j,1}^{a,b} G_{L,j-1}^{a,b+2-\alpha,\mu}(x) \\
&\quad + d_{j,2}^{a,b} G_{L,j-2}^{a+2,b+2-\alpha,\mu}(x), \\
S_{R,j}(x) &= \mu(\mu - 1) G_{R,j}^{a,b,2-\alpha,\mu-2}(x) - 2\mu d_{j,1}^{a,b} G_{R,j-1}^{a,b+2-\alpha,\mu}(x) \\
&\quad + d_{j,2}^{a,b} G_{R,j-2}^{a+2,b+2-\alpha,\mu}(x).
\end{align*}
\]

**Remark 4.2.** According to (2.7), we can also calculate the Caputo derivative

\[ cD_{-1,x}^{\alpha(x)} P_{a,b,\mu}^{+}(x) \] (or \( cD_{x,1}^{\alpha(x)} P_{a,b,\mu}^{-}(x) \)) from \( RL D_{-1,x}^{\alpha(x)} P_{a,b,\mu}^{+}(x) \) (or \( RL D_{x,1}^{\alpha(x)} P_{a,b,\mu}^{-}(x) \)).

**Remark 4.3.** When \( \mu = 0 \), we have (cf. [16, 40] where \( \alpha(x) \) is a constant)

\[
\begin{align*}
C_{a,b,\alpha,0}^{L,j}(x) &= C_{-1,x}^{\alpha(x)} P_{a,b,0}^{+}(x) = d_{j,1}^{a,b} G_{L,j-n}^{a+n,b+n,n-\alpha,0}(x), \\
C_{a,b,\alpha,0}^{R,j}(x) &= C_{x,1}^{\alpha(x)} P_{a,b,0}^{-}(x) = (-1)^n d_{j,1}^{a,b} G_{R,j-n}^{a+n,b+n,n-\alpha,0}(x),
\end{align*}
\]

where \( n-1 < \alpha(x) < n, n \in \mathbb{N}, d_{j,1}^{a,b} \) is defined by (A.3), and \( G_{L,j}^{a,b,\alpha,\mu}(x) \) and \( G_{R,j}^{a,b,\alpha,\mu}(x) \) are defined by (4.6) and (4.7), respectively.

For the Caputo derivatives, we can similarly derive the following differentiation matrices \( D_{L}, D_{R} \in \mathbb{R}^{(N+1)\times(N+1)} \) such that

\[
\begin{align*}
\left( C_{a,b,\alpha,0}^{\mu a,b,+}(x_0), \ldots, C_{a,b,\alpha,0}^{\mu a,b,+}(x_N) \right)^T = D_{L} u(x), \\
\left( C_{a,b,\alpha,0}^{\mu a,b,-}(x_0), \ldots, C_{a,b,\alpha,0}^{\mu a,b,-}(x_N) \right)^T = D_{R} u(x).
\end{align*}
\]

**Remark 4.4.** The total computational cost of the present algorithm is \( O(N^3) \), where \( N \times N \) is the size of the fractional differentiation matrices. For the differentiation matrices based on the Chebyshev–Gauss–Lobatto points, the computational cost can be reduced to \( O(N^2 \log N) \) due to the fast Fourier transform. In the standard spectral collocation method, i.e., \( \alpha = 1, 2 \), we have the exact formula to calculate the differentiation matrices with \( O(N^2) \) operations; see [28].

5. **Applications and numerical examples.** In this section, we first illustrate the spectral collocation method proposed in section 2 to solve FODEs and compare the numerical results with existing spectral collocation methods. Then we illustrate the spectral collocation methods to solve FPDEs.

We will present three examples. In the first two examples, the endpoint singularity index of solution is known, and we mainly focus on the convergence order of our methods and test the methods for different situations. In the third example, we consider a fractional Burgers equations where the endpoint singularity index of the solution is not explicitly known.
Example 5.1. Solve FODE (3.1) with \( x \in (0, 1] \) and the following conditions:

- Case I (smooth solution): Choose the suitable initial condition and the right-hand side function \( f(x) \), such that the analytical solution to (3.1) is \( u(x) = \sin(2\pi x) \), where \( C(x) = \frac{1}{1+x} \) and \( \alpha(x) = \frac{1}{\sin^2(10x) + 1.1} \).
- Case II (solution with endpoint singularity): We choose \( C(x) = 0, \alpha = \alpha(x) = 1, \) and \( f(x) = x^{\sigma} \sin(x+1), \sigma \geq 0 \).
- Case III (solution with endpoint singularity): Choose the suitable initial condition and the right-hand side function \( f(x) \), such that the analytical solution to (3.1) is \( u(x) = x^{\sigma} + x^{2\sigma}, \sigma > 0 \), where \( C(x) = \frac{1}{1+x} \) and \( \alpha(x) = \frac{|x - \frac{1}{2}| + \frac{1}{2}}{1} \).

In this example, the errors are measured in the following sense:

\[
\|e\|_{\infty} = \max_{1 \leq j \leq K} |u_{\text{ref}}(z_j) - \tilde{u}(z_j)|, \quad z_j = j/K, \quad j = 0, 1, \ldots, K, \quad K = 128,
\]

where \( \tilde{u}(x) = x^\mu \sum_{j=0}^{N} v_j l_j(x) \), \( l_j(x) \) is the Lagrange basis function based on JGL points on the interval \([0, 1]\), and \( u_{\text{ref}} \) is either the exact solution or a numerical solution obtained from JGL collocation method (3.2) with \( N = 128 \).

In Case I, the solution is smooth and then we use (3.3) with \( \mu = 0 \) (standard spectral collocation method; see, e.g., [31]) to solve it. In Table 2, we observe spectral accuracy for the smooth solutions when three types of collocation points are used. For the same \( N \), the three sets of collocation points give the same level of accuracy, which is expected from standard spectral theory; see, e.g., [14].

For Case II, we know from [44] that the analytical solution \( u(x) \) to (3.1) satisfies \( u(x) = x^{\sigma + \alpha - [\sigma + \alpha]} v(x) \) or \( u(x) = x^{\sigma + \alpha - [\sigma + \alpha]} v(x) \) when \( f(x) = x^{\sigma} \sin(x+1) \), where \( v(x) \in H^\infty([0, 1]) \). Here, we apply the JGL collocation method (3.3) with three choices of \( \mu: \mu = \sigma + \alpha - [\sigma + \alpha] (1 < \mu \leq 0) \), \( \mu = \sigma + \alpha - [\sigma + \alpha] (0 \leq \mu < 1) \), and \( \mu = 0 \).

As we do not have the exact solution, we use the reference solution \( u_{\text{ref}} \) obtained by (3.3) with \( N = 128 \) JGL collocation points for each group of parameters \( \sigma, \alpha, \mu, a, b \) (see also the values of these parameters in Tables 3–4). In Table 3,\(^1\) we show the errors \( \|e\|_{\infty} \) by using the Legendre–Gauss–Lobatto (LGL) spectral collocation method \( (a = b = 0) \), and the errors \( \|e\|_{\infty} \) of the Chebyshev–Gauss–Lobatto collocation method \( (a = b = -1/2) \) are shown in Table 4.

In both tables, we observe spectral accuracy when we choose \( \mu = \sigma + \alpha - [\sigma + \alpha] \) or \( \mu = \sigma + \alpha - [\sigma + \alpha] \) for \( \sigma + \alpha \geq 1 \). Note that we are actually approximating \( v \) instead of \( u \). While we have a smooth \( v \) with the chosen parameter \( \mu \), it is natural to expect spectral accuracy. However, it is still important to choose \( \mu < 0 \) if JGL collocation methods are used. When \( 0 < \sigma + \alpha < 1 \), we choose \( \mu = \sigma + \alpha - [\sigma + \alpha] (-1 < \mu < 0) \),

\(^1\)Here we choose such a solution to somewhat mimic the singularity structure of the solution of \( cD_{x,a}^\alpha u + u = 1, u(0) = u_0, 0 < \alpha < 1 \), which is of the form \( \sum_{i,j=0}^{n} c_{i,j} x^{i+\alpha} y^j \).

\(^2\)In this table and in Tables 4 and 5, we marked the optimal \( \mu \) with \( \mu^* \) for Cases II and III.
where we still observe spectral accuracy; see the text before Remark 3.1 for choosing $\mu$. However, if $0 < \sigma + \alpha < 1$ and we choose $\mu = \sigma + \alpha > 0$, then we need to know $v(0)$ to recover spectral accuracy and observe otherwise only slow convergence. When we simply take $v(0)$ any value other than the exact value (here the exact value of $v(0)$ is $\frac{\Gamma(\sigma+1)}{\Gamma(\sigma+1+\alpha)} \sin(1)$), we cannot observe spectral accuracy; see (3.3), and Tables 3–4 where $v(0) = 0$ is used whenever $0 < \mu = \sigma + \alpha < 1$. If $0 < \mu = \sigma + \alpha < 1$ is chosen, then one can use JG points to avoid the dilemma instead of JGL points (see [44]), where the solutions are evaluated only at interior points.

For Case III, we observe in Table 5 that higher accuracy is obtained when $\mu < 0$ as we can expect from the fact $v(x) = x^{-\mu} u(x)$ has better regularity than $u(x) (\mu = 0)$. We observe that the best choice of $\mu$ is $\mu = \sigma - [\sigma] < 0$.

Next, we apply the spectral collocation methods to solve space-time FPDEs and test these methods when solutions are known and smooth.

### Table 3
**Maximum errors for Example 5.1, Case II, $a = b = 0$.**

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\alpha$</th>
<th>$\mu$</th>
<th>$N = 4$</th>
<th>$N = 8$</th>
<th>$N = 16$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>-0.6</td>
<td>5.811e-04</td>
<td>1.955e-09</td>
<td>5.86e-15</td>
<td>1.946e-14</td>
<td>4.885e-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>1.666e-01</td>
<td>9.799e-02</td>
<td>4.200e-02</td>
<td>1.017e-02</td>
<td>2.903e-03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1.181e-01</td>
<td>7.145e-02</td>
<td>2.529e-02</td>
<td>3.012e-03</td>
<td>4.858e-04</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>-0.7</td>
<td>2.786e-04</td>
<td>2.696e-06</td>
<td>8.252e-14</td>
<td>6.263e-14</td>
<td>8.757e-14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>4.833e-05</td>
<td>8.054e-11</td>
<td>1.443e-15</td>
<td>1.776e-15</td>
<td>1.554e-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>3.048e-03</td>
<td>6.326e-04</td>
<td>1.077e-04</td>
<td>4.064e-06</td>
<td>3.624e-07</td>
</tr>
<tr>
<td>1.7</td>
<td>0.8</td>
<td>-0.5</td>
<td>9.553e-03</td>
<td>1.470e-07</td>
<td>1.759e-14</td>
<td>1.437e-14</td>
<td>2.031e-14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>2.027e-05</td>
<td>1.839e-11</td>
<td>7.771e-16</td>
<td>1.942e-15</td>
<td>1.110e-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>2.868e-04</td>
<td>1.927e-05</td>
<td>6.953e-07</td>
<td>1.207e-08</td>
<td>3.149e-10</td>
</tr>
</tbody>
</table>

### Table 4
**Maximum errors for Example 5.1, Case II, $a = b = -1/2$.**

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\alpha$</th>
<th>$\mu$</th>
<th>$N = 4$</th>
<th>$N = 8$</th>
<th>$N = 16$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>-0.6</td>
<td>4.871e-04</td>
<td>1.314e-09</td>
<td>1.887e-15</td>
<td>3.392e-15</td>
<td>2.442e-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>1.590e-01</td>
<td>9.327e-02</td>
<td>3.272e-02</td>
<td>1.496e-02</td>
<td>6.309e-03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1.138e-01</td>
<td>6.610e-02</td>
<td>1.552e-02</td>
<td>4.265e-03</td>
<td>1.356e-03</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>-0.7</td>
<td>2.330e-04</td>
<td>1.814e-10</td>
<td>1.245e-14</td>
<td>1.933e-14</td>
<td>2.894e-14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>7.250e-05</td>
<td>1.160e-10</td>
<td>9.992e-16</td>
<td>7.771e-16</td>
<td>1.443e-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>2.751e-03</td>
<td>5.145e-04</td>
<td>7.007e-05</td>
<td>3.904e-06</td>
<td>2.067e-07</td>
</tr>
<tr>
<td>1.7</td>
<td>0.8</td>
<td>-0.5</td>
<td>8.223e-03</td>
<td>9.285e-08</td>
<td>1.110e-15</td>
<td>1.656e-15</td>
<td>7.069e-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>2.874e-02</td>
<td>2.596e-11</td>
<td>7.771e-16</td>
<td>1.165e-15</td>
<td>1.942e-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1.985e-04</td>
<td>1.339e-05</td>
<td>4.324e-07</td>
<td>5.795e-09</td>
<td>1.282e-10</td>
</tr>
</tbody>
</table>

### Table 5
**Maximum errors for Example 5.1, Case III, $a = -\mu, b = \mu$.**

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\mu$</th>
<th>$N = 4$</th>
<th>$N = 8$</th>
<th>$N = 16$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>-0.6</td>
<td>5.499e-04</td>
<td>1.052e-06</td>
<td>2.539e-07</td>
<td>6.961e-08</td>
<td>1.323e-10</td>
</tr>
<tr>
<td></td>
<td>-0.4</td>
<td>2.543e-03</td>
<td>3.918e-04</td>
<td>5.286e-05</td>
<td>7.055e-06</td>
<td>8.371e-07</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>4.792e-03</td>
<td>1.288e-03</td>
<td>2.596e-04</td>
<td>2.837e-05</td>
<td>3.571e-06</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.5</td>
<td>6.202e-04</td>
<td>5.640e-06</td>
<td>7.685e-08</td>
<td>1.008e-09</td>
<td>1.294e-11</td>
</tr>
<tr>
<td></td>
<td>-0.55</td>
<td>3.938e-04</td>
<td>2.416e-05</td>
<td>3.342e-06</td>
<td>3.587e-07</td>
<td>3.337e-08</td>
</tr>
<tr>
<td>1.8</td>
<td>-0.6</td>
<td>4.378e-04</td>
<td>2.003e-06</td>
<td>1.260e-08</td>
<td>6.147e-11</td>
<td>3.296e-13</td>
</tr>
<tr>
<td></td>
<td>-0.3</td>
<td>2.347e-02</td>
<td>9.786e-05</td>
<td>2.761e-06</td>
<td>1.786e-07</td>
<td>1.111e-08</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.147e-02</td>
<td>1.829e-04</td>
<td>1.815e-05</td>
<td>9.400e-07</td>
<td>6.581e-08</td>
</tr>
</tbody>
</table>
Example 5.2. Consider the following space-time-fractional advection-diffusion equation over $(-1, 1) \times (0, 1]$ (see, e.g., [38]):

$$
\begin{cases}
C_{0,t}D_{0,t}^{\gamma(x,t)} u(x,t) + RL D_{-1,x}^{\beta(x,t)} u(x,t) = RL D_{-1,x}^{\alpha(x,t)} u(x,t) + f(x,t), \\
u(x,0) = 0, \quad x \in [-1,1], \\
u(-1,t) = u(1,t) = 0, \quad t \in (0,1],
\end{cases}
$$

(5.1)

where $0 < \gamma(x,t), \beta(x,t) < 1$ and $1 < \alpha(x,t) < 2$.

We represent the solution $u(x,t)$ to (5.1) as $u(x,t) = t^\mu(x-x_L)^\sigma v(x,t)$. We interpolate $v(x,t)$ on the JGL points $(x_j, t_k)$, where

$$x_j = \frac{x_R - x_L}{2} \hat{x}_j + \frac{x_L + x_R}{2}, \quad t_k = \frac{T(k+1)}{2}.
$$

(5.2)

Here $\{\hat{x}_j\}$ and $\{\check{t}_k\}$ are the roots of $(1 - x^2)(P_N^{a,b_1}(x))'$ and $(1 - t^2)(P_M^{a,b_2}(t))'$, respectively. Hence $u(x,t)$ can be approximated by $I_{M,N}^{\mu,\sigma,a_1,b_1,a_2,b_2,u}(x,t) = t^\mu(x-x_L)^\sigma I_{M,N}^{a_1,b_1,a_2,b_2,u}(x,t) = t^\mu(x-x_L)^\sigma \sum_{j=0}^{N-1} \sum_{k=0}^{M} u_{j,k} \phi_j(x) \psi_k(t)$, $\phi_j(x)$ and $\psi_k(t)$ are Lagrange interpolation polynomials. Replacing $u(x,t)$ in (5.1) with $I_{M,N}^{\mu,\sigma,a_1,b_1,a_2,b_2,u}$ and letting $(x,t) = (x_j, t_k)$ yields

$$
\begin{cases}
C_{0,t}D_{0,t}^{\gamma(x,t)} I_{M,N}^{\mu,\sigma,a_1,b_1,a_2,b_2,u}(x_j,t_k) \Big|_{t=t_k} = RL D_{-1,x}^{\beta(x,t_k)} I_{M,N}^{\mu,\sigma,a_1,b_1,a_2,b_2,u}(x_j,t_k), \\
+ RL D_{-1,x}^{\gamma(x,t_k)} I_{M,N}^{\mu,\sigma,a_1,b_1,a_2,b_2,u}(x_j,t_k) \Big|_{x=x_j} + f(x_j,t_k),
\end{cases}
$$

(5.3)

$$j = 1, 2, \ldots, N - 1, k = 1, 2, \ldots, M,
$$

$$u_{j,0} = 0, \quad j = 0, 1, \ldots, N,
$$

$$u_{0,k} = 0, \quad u_{N,k} = \psi(t_k), \quad k = 0, 1, \ldots, M.
$$

In our computation, we take $x_L = -1, x_R = 1, T = 1$, and choose proper $f(x,t)$ such that (5.1) has the exact solution $u(x,t) = t^{6+2/3} \sin(\pi x)$ with different variable-orders given by

- Case I: $\gamma = \beta = \frac{5+4\epsilon}{10}, \alpha = 1 + \frac{1+4\epsilon}{10}$;
- Case II: $\gamma = \frac{1}{\sin(\pi (x-t)^{1/2})}, \beta = \frac{1}{\sin(\pi t)^{1/2}}, \alpha = \exp(-|xt|) - 0.1 + 1$.

The relative $L^\infty$ error is defined by

$$
\|e\|_{\infty} = \frac{\max_{0 \leq j \leq N} \max_{0 \leq k \leq M} |u(x_j,t_k) - u_{i,k}|}{\max_{0 \leq j \leq N} \max_{0 \leq k \leq M} |u_{i,k}|},
$$

where $(x_j,t_k)$ are the LGL points from (5.2), i.e., the LGL spectral collocation method is applied in the computation $(a_1 = b_1 = a_2 = b_2 = 0$ in (5.3)). Since the analytical solution is smooth in space, we choose $\sigma = 0$ in (5.3). In Figures 1(a)–(b), we observe machine accuracy when $M \geq 6, \mu = 2/3$ or $M > 6, \mu = -1/3$. This is because the analytical solution $u(x,t)$ to (5.1) satisfies $u(x,t) = t^{2/3} v(x,t)$ or $u(x,t) = t^{-1/3} v(x,t)$, where $v(x,t) = t^\delta \sin(\pi x)$ or $t^\delta \sin(\pi x)$. When we choose $\mu = 2/3$ or $\mu = -1/3$, we interpolate $v(x,t)$ instead of $u(x,t)$, which yields much higher accuracy due to the smoothness of $v(x,t)$, thus higher accurate numerical solutions of $u(x,t)$.

Conservation laws that involve fractional Laplacians have been widely applied in several fields; see, e.g., [7, 8, 9]. Here, we apply our collocation method to solve a suitable benchmark problem, namely, the space-fractional Burgers equation where the solution is not known explicitly. Numerical results show the superiority of choosing $\mu$ close to $-1$. 


Example 5.3. Consider the following space-fractional Burgers equation

\begin{equation}
\partial_t u(x,t) + u(x,t)\partial_x u(x,t) = \epsilon RL D_{-1,x}^{\alpha(x,t)} u(x,t),
\end{equation}

subject to the homogeneous boundary conditions and initial condition $u(x,0) = \varphi(x)$, where $\epsilon > 0$, $1 < \alpha(x,t) < 2$, $(x,t) \in (-1,1) \times (0,1]$.

We use the present JGL spectral collocation method in space and the first-order backward difference (backward Euler) method in time to solve (5.4). The method is given by the following: Find $I_N^{\mu,a,b,+} u^n(x) = (x - x_L)^{\mu} \sum_{j=0}^{N} v_j^n l_j(x)$ ($n \geq 1$) such that

\begin{equation}
\frac{1}{\tau} (u_j^n - u_j^{n-1}) + u_j^n \left[ \partial_x I_N^{\mu,a,b,+} u^n(x) \right]_{x=x_j} = \epsilon \left[ RL D_{x_L,x}^{\alpha(x,t_n)} I_N^{\mu,a,b,+} u^n(x) \right]_{x=x_j}
\end{equation}

\begin{align*}
&\{ v_0^n = \varphi(x_j), \quad j = 0, 1, \ldots, N, \\
&u_0^n = u_N^n = 0, \quad n = 0, 1, \ldots, nT, 
\end{align*}

where $\tau$ is the time step size with $\tau = T/nT, nT \in \mathbb{N}, t_n = n\tau, \{ x_j \}$ are the roots of $(1 - x^2)(P_N^{a,b}(x))'$. As (5.5) is implicit, we employ the fixed-point iterations to solve the resulting nonlinear system. As in the previous two examples, we observe better accuracy if $-1 < \mu < 0$ rather than $\mu \geq 0$.

In our computation, we take the initial and boundary conditions as $u(x,0) = \sin(\pi x)$ and $u(-1,t) = u(1,t) = 0$. We also choose different fractional orders $\alpha(x,t)$ in the numerical tests:

- Case 1: (constant fractional orders) $\alpha(x,t) = 1.1, 1.2, 1.3, 1.5, 1.8$;
- Case 2: (monotonic fractional order) $\alpha(x,t) = \frac{3 + 2x}{10} + 1$;
- Case 3: (monotonic fractional order) $\alpha(x,t) = \frac{5 - 4x}{10} + 1$;
- Case 4: (nonsmooth fractional order) $\alpha(x,t) = \frac{2}{3} |\sin(10\pi(x-t))| + 1.1$;
- Case 5: (nonsmooth fractional order) $\alpha(x,t) = \frac{8|x-1|}{10} + 1$.

In this example, we apply the LGL spectral collocation method, i.e., $a = b = 0$ in (5.5), to solve (5.4), and the time step size $\tau = 10^{-3}$ and $N = 128$.

We first consider Case 1 with constant fractional orders. For each $\mu$, we choose $\alpha = 1.1, 1.2, 1.3, 1.5,$ and $1.8$ in the computation; the numerical solutions are shown in Figures 2–5. We observe that the numerical solutions near the origin ($x = -1$) have

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{The relative $L^\infty$ errors for Example 5.2, $N = 24$, $a_1 = b_1 = a_2 = b_2 = 0$.}
\end{figure}
a sharp transition, with smaller $\alpha$ leading to sharper transitions; see the magnified subfigures in Figures 2–5. We also observe that smaller $\mu$ (see $\mu = -0.45$ in Figure 4 and $\mu = -0.7$ in Figure 5) can capture sharper transitions better than larger $\mu$ (see $\mu = 0$ in Figure 2 and $\mu = -0.2$ in Figure 3).

Next, we show numerical solutions for different $\mu$ ($\mu = 0, -0.2, -0.45, -0.7, -0.9$) in Figure 6, where we fix $\alpha = 1.1$. We observe that the wiggles are smeared when we
Fig. 4. Numerical solutions of Example 5.3 (Case 1) at $t = 1$ by the method (5.5), $\epsilon = 1$, $a = b = 0$, $N = 128$, $\tau = 10^{-3}$, and $\mu = -0.45$.

Fig. 5. Numerical solutions of Example 5.3 (Case 1) at $t = 1$ by the method (5.5), $\epsilon = 1$, $a = b = 0$, $N = 128$, $\tau = 10^{-3}$, and $\mu = -0.7$.

have smaller $\mu$ ($\mu = 0, -0.2$ versus $\mu = -0.45, -0.7, -0.9$). For $\mu = 0$ and $\mu = -0.2$, numerical solutions are not accurate at endpoints, and this inaccuracy leads to a propagation of errors in the rest of the interval, which is due to the global nature of the fractional differential equations and spectral collocation methods. This suggests that we would have higher accuracy with the proper choices of $\mu$, especially when the solution has an endpoint singularity as in this example.
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Fig. 6. Numerical solutions of Example 5.3 (Case 1) at $t = 1$, $\alpha = 1.1$, $\epsilon = 1$, $a = b = 0$, $N = 128$, and $\tau = 10^{-3}$.

In Figures 7(a)–(d), we consider Cases 2–5 and we have similar observations: smaller $\mu$ leads to better resolution. Also, we observe that when $\alpha(x,t)$ is small at $x = -1$ we need small $\mu < 0$ to get better numerical solutions. For example, in
Figure 7(b) where \( \alpha(-1, t) = 1.9, \mu = 0 \) can lead to a similar resolution as \( \mu = -0.45, -0.7 \) do while in Figure 7(a), where \( \alpha(-1, t) = 1.1, \mu = 0 \) cannot compete with \( \mu = -0.45, -0.7 \). We also observe similar effects in Figures 7(c) and 7(d).

6. Conclusion and discussion. In this paper, we proposed the use of the spectral collocation methods using the singular approximation basis functions of the weighted Jacobi polynomials, i.e., \( (1 \pm x)^\mu P_j^{a,b}(x) \), where \( (1 \pm x)^\mu P_j^{a,b}(x) \) is the Jacobi polynomial and \( a, b, \mu > -1 \), to solve FDEs. We observed that with proper choices of \( \mu > -1 \), we have better resolution of solutions to constant-order and variable-order FDEs.

When we know exactly the regularity of the exact solutions, we can choose optimal \( \mu > -1 \) such that higher accuracy can be obtained; see Examples 5.1 and 5.2. When we do not know the regularity of the analytical solutions but still know that the solution has endpoint singularity while the solution is relatively smooth in the interior domain, we always choose suitable \(-1 < \mu < 0\) so that higher accuracy can be obtained; see numerical results in section 5.

Compared with the existing works, e.g., [31, 34, 38, 40], we take the weak regularity at the boundary into account in our spectral collocation method to get better resolution at the boundary and thus the whole domain; see Examples 5.1–5.3.

To efficiently evaluate variable-order fractional integrals and derivatives of \( (1 \pm x)^\mu P_j^{a,b}(x) \), we developed the recurrence formulas for these integrals and derivatives, which are shown to be numerically stable. In some special cases, the derived recurrence formulas are reduced to the weighted Jacobi polynomials. Comparison with brute force computation of these integrals shows comparable or better accuracy with much improved efficiency.

We will investigate the error estimate of the present spectral collocation methods when regularity of solutions is known and extend the present methods to solve a wider class of FDEs in our future work.

Appendix A. Proofs. Some other properties of the Jacobi polynomials that have been used in the present paper are presented below:

\[(A.1) \quad P_j^{a,b}(1) = \frac{\Gamma(j + a + 1)}{j! \Gamma(a + 1)}, \quad P_j^{a,b}(-1) = (-1)^j \frac{\Gamma(j + b + 1)}{j! \Gamma(b + 1)}, \]

\[(A.2) \quad \frac{d^n}{dx^n} P_j^{a,b}(x) = d_j^n N_j^{a+n,b+n}(x), \quad j \geq n, n \in \mathbb{N}, \]

\[(A.3) \quad d_j^{a,b} = \frac{\Gamma(j + n + a + b + 1)}{2^n \Gamma(j + a + b + 1)}, \quad j \geq 1, \]

\[(A.4) \quad P_j^{a,b}(x) = \frac{d}{dx} \left( \hat{A}_j P_j^{a,b}(x) + \hat{B}_j P_{j+1}^{a,b}(x) + \hat{C}_j P_{j-1}^{a,b}(x) \right), \quad j \geq 1, \]

where \( \hat{A}_j, \hat{B}_j, \hat{C}_j \) are from (4.10)–(4.12), respectively.

A.1. Proof of Theorem 4.1.

Proof. For simplicity, we introduce the notation \( K_0(x, s) = \frac{1}{\Gamma(\alpha)}(x - s)^{\alpha-1} \times (1 + s)^\alpha \), \( K_1(x, s) = (x - s)K_0(x, s) \), and \( K_2(x, s) = (1 + s)K_1(x, s) \). For \( j \geq 1 \), we can obtain from the three-term recurrence relation (4.2) that

\[(A.5) \quad G_{j+1} = \int_1^x K_0(x, s) P_{j+1}^{a,b}(s) \, ds \]

\[= \int_1^x K_0(x, s) \left[ (A_j s - B_j) P_j^{a,b}(s) - C_j P_{j-1}^{a,b}(s) \right] \, ds \]

\[= (A_j x - B_j) G_j - C_j G_{j-1} - A_j \int_1^x K_1(x, s) P_j^{a,b}(s) \, ds. \]
Using $\int_{-1}^{x} K_1(x, s) P^a_{j,b}(s) \, ds = H_j$ leads to (4.8). Using the three-term recurrence relation (4.2) again, we have

$$H_{j+1} = \int_{-1}^{x} K_1(x, s) \left[ (A_j(s + 1) - (A_j + B_j)) P^a_{j,b}(s) - C_j P^a_{j-1,b}(s) \right] \, ds$$

(A.6)

$$= A_j \int_{-1}^{x} K_2(x, s) P^a_{j,b}(s) \, ds - [(A_j + B_j) H_j + C_j H_{j-1}].$$

Let $J(x) = \hat{A}_j P^a_{j-1,b}(x) + \hat{B}_j P^a_{j-1,b}(x) + \hat{C}_j P^a_{j+1,b}(x)$. Applying $P^a_{j,b}(x) = \frac{d}{dx} J(x)$ (see (A.4)) yields

$$\int_{-1}^{x} K_2(x, s) P^a_{j,b}(s) \, ds = - \int_{-1}^{x} J(s) \frac{\partial}{\partial s} K_2(x, s) \, ds.$$

(A.7)

Note that $\frac{d}{dx} K_2(x, s) = (\mu + 1 + \alpha) K_1(x, s) - (1 + x) \alpha(x) K_0(x, s)$. So we have

$$\int_{-1}^{x} K_2(x, s) P^a_{j,b}(s) \, ds = - (\mu + 1 + \alpha(x)) \left( \hat{A}_j H_{j-1} + \hat{B}_j H_j + \hat{C}_j H_{j+1} \right)$$

$$+ \alpha(x)(1 + x) \left( \hat{A}_j G_{j-1} + \hat{B}_j G_j + \hat{C}_j G_{j+1} \right).$$

(A.8)

Combining (A.6)–(A.8) yields

$$H_{j+1} = A_j \left[ - (\mu + 1 + \alpha(x)) \left( \hat{A}_j H_{j-1} + \hat{B}_j H_j + \hat{C}_j H_{j+1} \right) + \alpha(x)(1 + x) \left( \hat{A}_j G_{j-1} + \hat{B}_j G_j + \hat{C}_j G_{j+1} \right) \right]$$

$$- (A_j + B_j) H_j - C_j H_{j-1},$$

which leads to (4.9).

If $\mu = 0$, then we can use (A.4) to obtain

$$H_j = \frac{1}{\Gamma(\alpha(x))} \int_{-1}^{x} (x-s)^{\alpha(x)} P^a_{j,b}(s) \, ds$$

$$= -(x+1)^{\alpha(x)} J(-1) \frac{\Gamma(-1)}{\Gamma(\alpha(x))} + \alpha(x) \frac{1}{\Gamma(\alpha(x))} \int_{-1}^{x} J(s)(x-s)^{\alpha(x)-1} \, ds.$$ (A.10)

Equation (4.15) can be derived directly from (4.8) and (A.10). □

Theorem 4.2 can be proved similarly and we omit the proof here.

REFERENCES


