Numerical solution of the Stratonovich- and Ito–Euler equations: Application to the stochastic piston problem
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Abstract
We consider a piston with a velocity perturbed by Brownian motion moving into a straight tube filled with a perfect gas at rest. The shock generated ahead of the piston can be located by solving the one-dimensional Euler equations driven by white noise using the Stratonovich or Ito formulations. We approximate the Brownian motion with its spectral truncation and subsequently apply stochastic collocation using either sparse grid or the quasi-Monte Carlo (QMC) method. In particular, we first transform the Euler equations with an unsteady stochastic boundary into stochastic Euler equations over a fixed domain with a time-dependent stochastic source term. We then solve the transformed equations by splitting them up into two parts, i.e., a 'deterministic part' and a 'stochastic part'. Numerical results verify the Stratonovich–Euler and Ito–Euler models against stochastic perturbation results, and demonstrate the efficiency of sparse grid and QMC for small and large random piston motions, respectively. The variance of shock location of the piston grows cubically in the case of white noise in contrast to colored noise reported in [1], where the variance of shock location grows quadratically with time for short times and linearly for longer times.

1. Introduction

In recent years, the polynomial chaos method and its extensions for colored noise have been advanced significantly for computational fluid dynamics problems, see e.g. [2,3]. Although there has been little attention paid on high-order numerical methods for white noise, white noise is nevertheless important in computational modeling, e.g. as a limit of colored noise when the correlation length goes to zero. An extremely small correlation length for colored noise will produce a high-dimensional problem in random space and causes the so-called “curse-of-dimensionality” for high-order numerical methods which are prohibitively expensive. Unlike colored noise, white noise requires a fundamentally different calculus (see e.g. [4]) and therefore the development of new numerical methods.

Here, we revisit the stochastic piston problem in [1], which defines a testbed for numerical solvers in both random and physical space. The piston driven by time-varying random motions moves into a straight tube filled with a perfect gas at rest. Of interest is to quantify the perturbation of the shock position ahead of the piston corresponding to the random motion. For the perturbed shock position, Lin et al. [1] obtained analytical solutions for small amplitudes of noises and numerical solutions for large amplitudes of noises, with the method of stochastic perturbation analysis and polynomial chaos, respectively. A specific random motion of the piston was studied where the piston velocity was perturbed by a correlated random process with zero mean and exponential covariance kernel. It was concluded that the variance of the shock location grows quadrat-
ically with time for small time and linearly for large time by both the perturbation analysis and numerical simulations of the corresponding Euler equations. Numerical results from the Monte Carlo method and the polynomial chaos method (e.g. [5]) for the stochastic Euler equations showed good agreement with the results from the perturbation analysis.

Here we consider the case of piston velocity perturbed by Brownian motion, which leads to the Euler equations subject to white noise rather than the Euler equations subject to colored noise in [1]. We will use the Monte Carlo method and the recently developed stochastic collocation method for equations driven by white noise [6]. Note that the method of perturbation analysis in [1] is independent of the type of noises when they have continuous paths in the random space so that the results by the perturbation analysis can be understood in a path-wise sense. Therefore, the stochastic piston problem defined in [1] can serve as a rigorous testbed of evaluating numerical stochastic solvers. So we will use the variances from perturbation analysis as reference solutions.

Although, the Monte Carlo method is one of the popular methods for solving equations driven by white noise [7], it converges slowly as the total error of the method is dominated by the statistical error, which is proportional to $\frac{1}{\sqrt{N}}$ with $N$ being the number of sampling points. To avoid this slow convergence induced by the statistical error, Zhang et al. proposed in [6] a new stochastic collocation method for time-dependent equations driven by white noise in time. Stochastic collocation methods are based on high-dimensional integration quadrature rules instead of statistical methods [8–10]. While the main difficulty of the stochastic collocation method comes from the large number of random variables, in [6] we proposed a spectral expansion of the Brownian motion to reduce the number of random variables up to relatively large time for time-dependent equations so that the stochastic collocation method can be applied efficiently. Here we further extend this approach to conservation laws by adopting the quasi-Monte Carlo (QMC) method to compute up to larger time and/or for large amplitudes of noises. The QMC method is efficient and converges faster than the Monte Carlo method if relatively high dimensional integration is considered, see e.g. [11,12]; see also [13] for the application of the QMC method to elliptic equations in random porous media.

The paper is organized as follows. In Section 2, we describe the piston problem driven by random processes and review two different approaches to obtain the shock location: the perturbation analysis and the one-dimensional Euler equations. When the piston is driven by the Brownian motion, we introduce two types of Euler equations according to different interpretations of stochastic products for white noise, i.e., the Stratonovich–Euler equations and the Ito–Euler equations. In Section 3, we describe a splitting method for the Euler equations before comparing the variances from the two stochastic Euler equations with those from first-order perturbation analysis. We demonstrate that indeed the Stratonovich–Euler equations are suitable for obtaining the variances of perturbations piston locations. We apply a stochastic collocation method to solve the Stratonovich–Euler equations in the splitting-method setting. We conclude in Section 5 with a summary and comments on computational efficiency. The Appendix includes some details of the stochastic collocation method and of a model ordinary differential equation problem.

2. Theoretical background

Suppose that the piston velocity is perturbed by a time-dependent random process so that the piston velocity is $u_p = U_p + v_p(t, \omega)$, where $\omega$ is a point in random space; see Fig. 1 for a sketch of shock tube driven by a piston perturbed with random motion. Here we write $v_p(t, \omega) = \epsilon U_p V(t, \omega)$ and denote the stochastic process $V(t, \omega)$ as $V(t)$ for brevity.

When $\epsilon = 0$, i.e., no perturbation is imposed on the piston, the piston moves into the tube with a constant velocity $U_p$, the shock speed $S$ (and thus the shock location) can be determined analytically, see [1,14]. When $\epsilon$ is very small, one can determine the perturbation process of the shock location using the first-order perturbation analysis [1], that is:

$$z(t) = \epsilon U_p qS \sum_{n=0}^{\infty} (-r)^n \int_0^t V(x \beta^n t_1) dt_1,$$

where $\beta = \epsilon C_0 \rho_1 / \rho_0$, $x = x_1 - U_p \tau_1$, and $r = \rho_1 / \rho_0$.

Fig. 1. A sketch of piston-driven shock tube with random piston motion.
where \( z(t) + tS \) is the shock location induced by the random motion of piston,
\[
S' = \frac{\gamma + 1}{4} \frac{S}{S - \frac{\gamma - 1}{\gamma + 1} U_p},
\]
\[
q = \frac{2}{1 + \kappa}, \quad r = \frac{1 - k}{1 + \kappa}, \quad k = \frac{C_+ S + SU_p}{1 + \gamma U_p},
\]
\[
\alpha = \frac{C_+ + U_p - S}{C_+ - S - U_p}, \quad \beta = \frac{C_+ + U_p - S}{C_+ - S - U_p}.
\]

Here \( \gamma \) is the ratio of the specific heats and \( C_+ \) the sound speed behind the shock when the piston is unperturbed. The first two moments of the perturbation process \( z(t) \) are
\[
\mathbb{E}[z(t)] = 0,
\]
\[
\mathbb{E}[z^2(t)] = (\epsilon U_p qS)^2 \mathbb{E} \left[ \left( \sum_{n=0}^{\infty} (-r)^n \int_0^t W(\sqrt{\beta^2} t_1) dt_1 \right)^2 \right].
\]

We note that the perturbation analysis in [1] is independent of the perturbation process whenever the process is continuous such that the analysis can be understood in a path-wise way. By taking \( V(t, \omega) \) as the Brownian motion \( W(t) \) (omitting \( \omega \)), we then have
\[
\mathbb{E}[z^2(t)] = (\epsilon U_p qS)^2 \mathbb{E} \left[ \left( \sum_{n=0}^{\infty} (-r)^n \int_0^t \sqrt{\beta^2} W(t_1) dt_1 \right)^2 \right] = \frac{2t^3}{3} (\epsilon U_p qS)^2 \frac{1}{(1 + \beta^2)^2},
\]
where we use the scaling property of Brownian motion \( (W(\sqrt{\beta^2} t_1) = \sqrt{\beta^2} W(t_1)) \) and \( \int_0^t W(t_1) dt_1 \) is a Gaussian process with zero mean and variance \( t \).

### 2.1. Stochastic Euler equations

The stochastic piston problem can be modeled by the following Euler equations with unsteady stochastic boundary:
\[
\frac{\partial}{\partial t} \mathbf{U} + \frac{\partial}{\partial x} f(\mathbf{U}) = 0,
\]
where \( \mathbf{U} = \begin{pmatrix} \rho \\ \rho u \\ E \end{pmatrix} \), \( f(\mathbf{U}) = \begin{pmatrix} \rho u \\ \rho u^2 + P \\ \frac{P}{\rho} (P + E) \end{pmatrix} \), \( \rho \) is density, \( u \) is velocity, \( E \) is total energy, and \( P \) is pressure given by \( (\gamma - 1)(E - \frac{1}{2} \rho u^2) \) and \( \gamma = 1.4 \). The initial and boundary conditions are given by
\[
u(x, 0) = 0, \quad P(x, 0) = P_+, \quad \rho(x, 0) = \rho_+, \quad x > X_p(t),
\]
\[
u(X_p(t), 0) = P_-, \quad \rho(X_p(t), 0) = \rho_-
\]
and
\[
u(X_p(t), t) = \frac{\partial}{\partial t} X_p(t) = u_p(t), \quad t > 0,
\]
where \( X_p(t) \) is the position of the piston, and \( u_p(t) \) is the velocity of the piston.

This problem is a moving boundary problem and can be transformed to a fixed boundary problem by defining a new coordinate \((y, \tau)\) from \((x, t)\) via the following transform:
\[
y = x - \int_0^\tau u_p(\tau_1, \omega) d\tau_1, \quad \tau = t.
\]

Defining \( \nu = u - u_p \), we then have the following Euler equations with a source term [1]:
\[
\frac{\partial}{\partial \tau} \mathbf{V} + \frac{\partial}{\partial y} f(\mathbf{V}) = g(\mathbf{V}) \frac{\partial u_p}{\partial \tau},
\]
where \( \mathbf{V} = \begin{pmatrix} \rho \\ \rho v \\ \bar{E} \end{pmatrix} \), \( \bar{E} = \frac{\rho}{\tau \rho} + \frac{1}{2} \rho v^2 \) and \( g(\mathbf{V}) = \begin{pmatrix} 0 \\ \rho_0 v \\ -\rho_0 v \end{pmatrix} \). The initial and boundary conditions are given by
\[ v(y, 0) = -U_p, \quad P(y, 0) = P_+ , \quad \rho(y, 0) = \rho_+ , \quad y > 0, \]

\[ P(0, 0) = P_-, \quad \rho(0, 0) = \rho_- \]
and
\[ v(0, \tau) = 0, \quad \tau \geq 0. \]

Our goal here is to compute the variance of the shock location perturbation \( z(\tau) \). The perturbation of the shock location is \( z(\tau) = X_\tau(\tau) - \tau S = X_\tau(t) - \tau S \), where \( X_\tau(t) = Y_\tau(t) + \int_0^t u_p(t) \, dt \) is the shock location while \( Y_\tau(\tau) \) is the shock location under the new coordinate \((y, \tau)\).

If we take \( u_p(t) = U_p(1 + \epsilon W(t)) \), where \( W(t) \) is a scalar Brownian motion, we are led to the following Euler equations

\[ \frac{\partial}{\partial t} V + \frac{\partial}{\partial y} f(V) = \epsilon U_p g(V) \cdot \dot{W}, \tag{2.7} \]

where ‘\( \cdot \)’ denotes two different products as follows:

1. Stratonovich–Euler equations

\[ \frac{\partial}{\partial t} V + \frac{\partial}{\partial y} f(V) = \epsilon U_p g(V) \circ \dot{W}, \tag{2.8} \]

where ‘\( \circ \)’ is the Stratonovich product, or

2. Ito–Euler equations

\[ \frac{\partial}{\partial t} V + \frac{\partial}{\partial y} f(V) = \epsilon U_p g(V) \cdot \dot{W}, \tag{2.9} \]

where ‘\( \cdot \)’ is the Ito product. The initial and boundary conditions are imposed as above. The meaning of ‘\( \circ \)’ will be explained in Section 3.2 and that of ‘\( \cdot \)’ in Section 3.3.

We will verify these two models (2.8) and (2.9) by solving them numerically with a splitting method in the next section.

3. Verification of the Stratonovich- and Ito–Euler equations

In the previous section, we introduced two approaches to obtain the variances of the shock location. Here, we verify the correctness of the stochastic Euler equations by comparing the variances of the shock location obtained by two approaches, i.e., the first-order perturbation analysis and the numerical solution of the stochastic Euler equations, up to time \( T = 5 \).

For numerical simulations, we consider the piston velocity \( U_p = 1.25 \), where the Mach number of the shock is \( M = 2 \) and \( \gamma = 1.4 \). We normalize all velocities with \( C_\gamma \), the sound speed ahead of the shock, i.e. \( C_\gamma = 1 \). Then, the initial conditions are given through the unperturbed relations of states variables [1] as follows:

\[ P_+ = 4.5, \quad P_- = 1.0, \quad \rho_+ = 3.73, \quad \rho_- = 1.4. \]

3.1. A splitting method for stochastic Euler equations

We use a source-term (noise-term) splitting method proposed in [15] for a scalar conservation law with time-dependent white noise source term. Holden and Risebro [15] considered a Cauchy problem on the whole line with multiplicative white noise in Ito’s sense: \( \frac{\partial}{\partial \tau} u + \frac{\partial}{\partial x} f(u) = g(u)W(t) \) with deterministic essentially bounded initial condition where \( f, g \) are both Lipschitz, and \( g \) has bounded support. They proved the almost-sure-convergence of this splitting method to a weak solution of the Cauchy problem assuming initial condition having bounded support and finitely many extrema while provided no convergence rate.

Here we extend this splitting method to the system (2.7). Specifically, given the solution at \( \tau_n \), \( V^n \), to obtain the solution at \( \tau_{n+1} \), we first solve, on the small time interval \([\tau_n, \tau_{n+1}]\),

\[ \frac{\partial}{\partial \tau} V^{(1)} + \frac{\partial}{\partial y} \left( f(V^{(1)}) \right) = 0, \tag{3.1} \]

with the boundary conditions (2.6) and initial condition \( V^{(1)}(\tau_n) = V^n \); then we solve the following Cauchy problem, again on \([\tau_n , \tau_{n+1}]\),

\[ \frac{\partial}{\partial \tau} V^{(2)} = \epsilon U_p g(V^{(2)}) \cdot \dot{W}, \tag{3.2} \]
with the initial condition $\mathbf{V}^{(2)}(\tau_{n}) = \mathbf{V}^{(1)}(\tau_{n+1})$. Then the solution at time $\tau_{n+1}$, $\mathbf{V}^{n+1}$, is set as $\mathbf{V}^{(2)}(\tau_{n+1})$ (subject to the error from the splitting). If we denote by $S(\tau, \tau_{n})$ the operator which takes $\mathbf{V}(\tau_{n})$ as initial condition at $\tau_{n}$ to the weak solution of (3.1) and by $R(\tau, \tau_{n})$ the operator which takes the initial condition at time $\tau_{n}$ to the solution of the stochastic differential equation (3.2). Then the approximate solution at $\tau_{n+1}$ is defined by $\mathbf{V}^{n+1} = R(\tau_{n+1}, \tau_{n})S(\tau_{n}, \tau_{n})\mathbf{V}^{n}$. Thus we define a sequence of approximate solution, $\{\mathbf{V}^{n}\}$, to (2.7) at time $\{\tau_{n}\}$.

The application of splitting technique requires numerical methods for (3.1) and (3.2). The splitting scheme allows us to deploy efficient existing methods to solve them separately. To solve (3.1), we use a fifth-order WENO scheme in physical space and second-order strong-property-preserving (SPP) Runge–Kutta in time [16]. In solving (3.2), we will employ two different methods: the Monte Carlo method and the stochastic collocation method developed in [6]. We employ 1000 points for the fifth-order WENO scheme over the interval $[0, 5]$ and the time step size $dt = 0.0005$ so that the error from time discretization is negligible. As we mentioned before, our goal is to compute the variance of the perturbed shock location. Since there is always only one shock, we obtain $Y_s(\tau)$ by finding the biggest jump of pressure, where the error is of order $O(dx)$ ($dx$ is the mesh size in physical space).

### 3.2. Stratonovich–Euler equations versus first-order perturbation analysis

We first compare the results obtained by solving the Stratonovich–Euler equations with the Monte Carlo method and those obtained from first-order perturbation analysis.

To solve the Stratonovich–Euler equation (2.8) with the splitting method, we need to solve (3.2) as follows. By the definition of the Stratonovich integral, we have that, for a square-integrable stochastic process $Z$, we observe from Fig. 3 that for both small and large noises, these two types of equations have almost the same order of magnitude for the perturbed shock location. Since there is always only one shock, we obtain $Y_s(\tau)$ by finding the biggest jump of pressure, where the error is of order $O(dx)$ ($dx$ is the mesh size in physical space).

### 3.3. Stratonovich–Euler equations versus Ito–Euler equations

For the Ito–Euler equation (2.9), we solve (3.2) by the forward Euler scheme

$$
\mathbf{V}^{(2)}(\tau_{n+1}) = \mathbf{V}^{(2)}(\tau_{n}) + \epsilon U_{p}g(\mathbf{V}^{(2)}(\tau_{n}))\Delta W_{n}.
$$

Recall that the Ito integral is defined as, see e.g. [4],

$$
\int_{0}^{T} h(t) \cdot dW = \lim_{n \to \infty} h(t_{n})\Delta W_{n}.
$$

Next we compare the numerical results for the Stratonovich–Euler equations and the Ito–Euler ones using the above discretization in time. We observe from Fig. 3 that for both small and large noises, these two types of equations have almost the same variances for the perturbed shock location $\mathbb{E}[\epsilon^2(t)]$ up to time $T = 5$. Actually, the difference of variances by the Stratonovich–Euler and Ito–Euler equations for $\epsilon \leq 0.2$ is less than $10^{-3}$ up to time $t = 5$ which lies within the discretization errors. For $\epsilon = 0.5$, we present in Table 1 the difference of variances for these two approaches using the same sequence of Monte Carlo points. The Stratonovich–Euler equations exhibits larger variances in large time but the difference from those
by the Ito–Euler equations is less than 10% of the variances by Ito–Euler equations. We then conclude that the Stratonovich–Euler equations are a suitable model for the piston problem driven by Brownian motion and we will consider only this approach hereafter.

4. The stochastic collocation method

Next we test the stochastic collocation method versus the Monte Carlo method for the Stratonovich–Euler equation (2.8). To solve the Stratonovich–Euler equation (2.8), we again use the splitting method (3.1) and (3.2). In (3.2), we adopt the stochastic collocation method [6], where we first introduce a spectral approximation for the Brownian motions and subsequently apply the sparse grid method. Specifically, we first approximate Brownian motion with its spectral approximation, using $K$ multi-elements:

$$
W_n(t) = \sum_{k=0}^{K-1} \sum_{i=1}^{n} \int_0^t \chi_{[t_k, t_{k+1})} (s) m^{(k)}_i(s) ds \xi^{(k)}_i, \tau \in [0, T],
$$

where $0 = t_0 < t_1 < \cdots < t_K = T$, $\chi_{[t_k, t_{k+1})} (\tau)$ is the indicator function of the interval $[t_k, t_{k+1})$, $\{m^{(k)}_i\}_{i=1}^{\infty}$ is a complete orthonormal basis in $L^2([t_k, t_{k+1})]$ and $\xi^{(k)}_i$ are mutually independent standard Gaussian random variables (with zero mean and variance one). Hence, we obtain the following partial differential equation with smooth inputs:
In (4.1) we apply the stochastic collocation method [8–10] for smooth noises; see Appendix A for a brief review on the stochastic collocation method for white noise and [6] for more details. The stochastic collocation method we adopt here is the sparse grid of Smolyak type based on 1D Gaussian–Hermite quadrature; we refer to [17] for implementation details.

The first issue we have for the piston problem here is the discontinuity of the solution to (2.8), where the condition for spectral approximation to work may be invalid [18,6]. In practice, we solve the problem with the WENO scheme, which smears the shock somewhat, and thus we have higher regularity than that of the original problem. A second issue is that the use of the stochastic collocation method (Smolyak sparse grid) with Gaussian quadrature may not exhibit fast convergence because of the low regularity. Thus, we use $n = 1$ or $2$ with large $K$ (small time step in $W^M$) instead of large $n$ with small $K$. This choice of $n$ is verified with control tests with $n = 3, 4$ for different $K$, where the numerical results show large

![Graphs showing variance of shock location over time for different $\epsilon$ values.](image)

**Fig. 3.** Comparison between solving Stratonovich–Euler equation (2.8) and Ito–Euler equation (2.9) by the splitting method (3.1) and (3.2).

**Table 1**
The difference of variances of shock location by Stratonovich–Euler and Ito–Euler equations for $\epsilon = 0.5$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0007</td>
<td>0.0129</td>
<td>0.0742</td>
<td>0.2353</td>
<td>0.2421</td>
</tr>
</tbody>
</table>

In (4.1) we apply the stochastic collocation method [8–10] for smooth noises; see Appendix A for a brief review on the stochastic collocation method for white noise and [6] for more details. The stochastic collocation method we adopt here is the sparse grid of Smolyak type based on 1D Gaussian–Hermite quadrature; we refer to [17] for implementation details.

The first issue we have for the piston problem here is the discontinuity of the solution to (2.8), where the condition for spectral approximation to work may be invalid [18,6]. In practice, we solve the problem with the WENO scheme, which smears the shock somewhat, and thus we have higher regularity than that of the original problem. A second issue is that the use of the stochastic collocation method (Smolyak sparse grid) with Gaussian quadrature may not exhibit fast convergence because of the low regularity. Thus, we use $n = 1$ or $2$ with large $K$ (small time step in $W^M$) instead of large $n$ with small $K$. This choice of $n$ is verified with control tests with $n = 3, 4$ for different $K$, where the numerical results show large
deviations from those of Monte Carlo method with high oscillations. We choose a low sparse grid level (i.e. two) to be consistent with the ‘available regularity’ (numerical tests with high sparse grid level show an instability). The third issue is the so-called “curse-of-dimensionality”. In practice, when the number of random variables, $K_n$, increases, the Smolyak sparse grid method will not work well and will be replaced by the QMC method.

Here we adopt a uniform partition of the time interval $[0, T]$, that is $t_k = (k - 1)\Delta$, $k = 1, \ldots, K$. The complete orthonormal basis we employ in $L^2([t_k, t_{k+1}])$ is the cosine basis

$$m_i^{(k)}(t) = \frac{1}{\sqrt{\Delta}}, \quad m_i^{(k)}(t) = \sqrt{\frac{2}{\Delta}} \cos \left( \frac{(i - 1)\pi}{\Delta} (t - t_k) \right), \quad i \geq 2.$$  

Fig. 4 compares the numerical results from the Monte Carlo method (3.1)–(3.3) and the stochastic collocation method for (3.1) and (4.1) with both small and large noises. For each $\epsilon$, we use different $\Delta$ (the length of the uniform partition of time interval $[0, T]$), i.e. different size of elements $K$. We note that all the numerical solutions obtained by the stochastic collocation method agree with those from the Monte Carlo method (3.1)–(3.3) within small time. Here we do not observe convergence in $n$, recalling that such convergence requires smoothness in random space [6].

We note that smaller $\Delta$ and larger $n$ may lead to a larger number of random variables and thus the break down of the sparse grid method [10]. So we first test the cases of small $\Delta$ such that we can apply the sparse grid method. Fig. 4 shows that a low level sparse grid method works well for the piston problem with small perturbations. We note that our sparse grid level is two and thus the number of collocation points is $2^2n + 1$. When $n = 1$, we observe in Fig. 4 good agreement of the results by the stochastic collocation method and the Monte Carlo method in small time ($t \leq 2$). Notice that when $n = 1$, (4.1) is the classical Wong–Zakai approximation [19]

$$\frac{\partial}{\partial t} V^{(2)} = g(V^{(2)}) \frac{1}{\sqrt{\Delta}} \sum_{k=0}^{K-1} h(t_{k+1}) \xi_{i,1}^{(k)}.$$  

(4.2)

Fig. 4. Comparison between numerical results from Stratonovich–Euler equation (2.8) using the direct Monte Carlo method (3.1) and (3.3) and the stochastic collocation method (4.1). The sparse grid level is 2 and $\Delta$ is the size of element in time in the stochastic collocation method.
However, for \( n = 2 \), there are some disagreements between the results. In Fig. 4(a) and 4(c), the results of the case \( n = 2 \) and \( \Delta = 0.2 \) (note that we have \( nK = 50 \) random variables) underestimate those results from the Monte Carlo method and the stochastic collocation method with a smaller number of random variables (\( n = 1 \)). The larger number of random variables (\( n = 2 \) here) does not result in convergence since we do not have a smooth solution as we mention above.

For the case with large perturbation, \( \epsilon = 0.5 \), we require smaller \( \Delta \) and thus more random variables. This is why we observe the disagreement in Fig. 4(d). For all cases in Fig. 4, we observe a deviation of numerical results by stochastic collocation methods from those of Monte Carlo method over large time. Similar effects arise in the application of spectral methods in random space, e.g., in Wiener chaos methods. The interested reader may refer to [20] for a discussion of this effect.

To adapt to the high dimensionality (large number of random variables), we employ the QMC method instead of sparse grid methods. We consider two popular QMC sequences: one is a scrambled Halton with the method RR2 proposed in [21]; and the other is a scrambled Sobol sequence suggested in [22]. Both sequences lie in hypercube and thus an inverse transformation is adopted to generate sequences in the entire space based on these two sequences. In Fig. 5, we test the large noise case, i.e. \( \epsilon = 0.5 \). Both Halton and Sobol sequences work if a moderately large sample of the sequences is adopted. For 1000 sample points, variances from both sequences are closer to those from Monte Carlo method (3.1)–(3.3) than those from 500 sample points of both sequences.

5. Summary

We simulated a stochastic piston problem by time-varying Brownian motions of a piston moving inside an adiabatic tube of constant area, which is governed by the Euler equations driven by white noise. By splitting the Euler equations into two...
parts—a ‘deterministic part’ and a ‘stochastic part’—we solved the ‘stochastic part’ by the Monte Carlo method and the stochastic collocation method. The numerical results show that the variances of the shock location grow cubically with time, which are significantly different from those from colored noise driven piston. In Fig. 6 we compare the variances of shock positions induced by three different Gaussian noises: Brownian motion, random process with zero mean and exponential covariance kernel \( \exp(-t_1 - t_2) \), and standard Gaussian random variable, where the noise amplitude is \( \epsilon = 0.1 \). The results are obtained via the stochastic perturbation analysis. The case of Brownian motion induces smaller values of variances than the other two cases for short times and greater values of variances for longer times. We note that the effects of different Gaussian processes are similar to a first-order stochastic differential equation responding to different Gaussian processes. The shock location depends on the time integration of the underlying Gaussian processes as the solution to stochastic differential equation does; see Appendix B for details.

Firstly, we solved the ‘stochastic part’ using the Monte Carlo method by the definition of Stratonovich integral and verified the Stratonovich–Euler equations by the first-order perturbation analysis presented in [1]. Secondly, we solved the Stratonovich–Euler equations by solving the ‘stochastic part’ with the stochastic collocation method using a multi-element spectral approximation of the Brownian motion. Finally, we tested two types of QMC sequences for the ‘stochastic part’ using a multi-element spectral approximation of the Brownian motion when the noise is large. The stochastic collocation and QMC methods are superior to the Monte Carlo method in the sense that they can achieve faster convergence than the classic Monte Carlo method.

The low accuracy of the stochastic collocation method, especially for long times, is caused by the discontinuity of the solution. Due to the deterministic solver, we have that the accuracy for the numerical shock location is only first-order in the spatial step size, i.e., \( O(dx) \). For small noises, we had agreement between the results from the Euler solver and those from perturbation analysis. However, for large noises, we need small time-interval \( \Delta \) for the stochastic collocation method to converge. As smaller time-interval \( \Delta \) leads to larger number of random variables, we adopted the QMC method which led to accurate solutions.

With regards to computational efficiency, the stochastic collocation method is more efficient than Monte Carlo simulation when a small number of random variables are involved, where the number of collocation points is far less than Monte Carlo sampling points. As time becomes larger, we introduce more random variables and thus we need to employ the more efficient QMC method. In other applications involving long-time integration, it may be possible to use all three different ways of sampling, i.e., starting with sparse grid for early time, continuing with the QMC for moderate time and even switching to the Monte Carlo method for long time.
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Appendix A. A brief review of the stochastic collocation method for white-noise driven equations

We describe briefly the stochastic collocation method for stochastic ordinary equations in the following form

\[ dX = b(t, X)dt + \sigma(t, X) \circ dB(t), \quad X(0) = X_0, \tag{A.1} \]

where \( W(t) \) is the Brownian motion, \( \cdot \circ \) indicates the Stratonovich integral. A popular approach for Eq. (A.1) is to approximate the Brownian motion with a smoother process (than the Brownian motion), which is called Wong–Zakai approximation (see Wong and Zakai [19,23]). In [6], we proposed the following multi-element spectral approximation of the Brownian motion to solve Eq. (A.1):

\[ W^{(n,K)}(t) = \sum_{k=0}^{K} \sum_{i=1}^{n} \int_0^t 1_{(t_{k-1}, t_k)}(s) m_i^{(k)}(s) d\zeta_i^{(k)}, \quad t \in [0, T], \]

where \( 0 = t_0 < t_1 < \cdots < t_K = T \), \( 1_{(t_{k-1}, t_k)}(t) \) is the indicator function of the interval \([t_{k-1}, t_k]\) and \( \zeta_i^{(k)} \) are mutually independent standard Gaussian random variables. Here \( \{ m_i^{(k)} \}_{i=1}^{n} \) is a complete orthonormal basis in \( L^2([t_k, t_{k+1}]) \), e.g. the cosine basis

\[ m_i^{(k)}(t) = \frac{1}{\sqrt{t_{k+1} - t_k}}, \quad m_i^{(k)}(t) = \frac{2}{\sqrt{t_{k+1} - t_k}} \cos \left( \frac{(i-1)\pi}{t_{k+1} - t_k} (t - t_k) \right), \quad i \geq 2. \]

The multi-element spectral approximation of Wong–Zakai types leads to the following ordinary differential equation with smooth inputs:

\[ dX = b(t, X)dt + \sigma(t, X) \sum_{i=1}^{n} \sum_{k=1}^{K} 1_{(t_{k-1}, t_k)}(t) m_i^{(k)}(t) \zeta_i^{(k)} dt, \quad X(0) = X_0. \tag{A.2} \]

The convergence of this approximation is guaranteed by Sussmann’s Theorems [18]. Compared to other popular methods for solving (A.1) which involves only the increments of Brownian motion, it often suffices to use just a few random variables at every step of the spectral approximation of Brownian motion[6]. This effect allows us to relax the restrictions on the dimensionality quite dramatically.

To solve (A.2), we propose non-statistical stochastic collocation methods [8–10] for (A.2) so that we avoid the slow convergence of the Monte Carlo method whose error is usually dominated by the statistical error, which is proportional to \( 1/\sqrt{N} \) with \( N \) being the number of sampling points. If \( T \) is not too large, we showed that the proposed approach has spectral convergence in random space [6] if the stochastic collocation method are based on one-dimensional Gauss-Hermite quadrature rules.

Appendix B. A first-order model driven by different Gaussian processes

Consider the following simple ordinary differential equation with multiplicative noise:

\[ dy = k(t, \omega)y dt, \quad y(0) = y_0. \tag{B.1} \]
Here we take $y_0 = 1$ for simplicity. Suppose $k(t, \omega)$ is a Gaussian random variable or process with zero mean. Specifically, $k(t, \omega)$ will take the following form:

- $k(t, \omega) = \xi \sim N(0, 1)$.
- $k(t, \omega) = V(t, \omega)$ where the two-point correlation function of $V(t)$ is $\exp(-\frac{||t-t'||}{\alpha})$.

Fig. 8. Comparison of variances of the solutions for four models of $k(t)$ at large time: $A = 1$.
B.1. Appendix

Remark 1. When \( k(t, \omega) = W(t, \omega) \), Eq. (B.1) is understood in the Stratonovich sense:

\[
dy = y \circ dW(t), \quad y(0) = y_0.
\]

The exact solution to Eq. (B.1) is \( y = y_0 \exp(K(t)) \), where \( K(t) = \int_0^t k(s) \, ds \) is again Gaussian with mean zero and variance \( \sigma^2 \). Then we have the moments of the solution \( y \), for \( m = 1, 2, \ldots, \): \( \mathbb{E}[y^m(t)] = y_0^m \exp(\frac{m}{2} \sigma^2) \), where \( \sigma^2 = t^2 + 2At + 2A^2(t^2 - \frac{1}{2}) \), \( t \) for the listed processes, respectively. Figs. 7 and 8 illustrate the different behavior of second-order moments with small time \( t \in [0, 1] \) and larger time \( t > 1 \). The amplitudes of variances are similar to those of variances of the shock location in Fig. 6, indicating three different behaviors in three different time intervals.
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