Smoothed profile method for particulate flows: Error analysis and simulations
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Abstract
We re-formulate and analyze a new method for particulate flows, the so-called “smoothed profile” method (SPM) first proposed in [Y. Nakayama, R. Yamamoto, Simulation method to resolve hydrodynamic interactions in colloidal dispersions, Phys. Rev. E 71 (2005) 036707], which uses a fixed computational mesh without conformation to the geometry of the particles. The method represents the particles by certain smoothed profiles to construct a body force term added into the Navier–Stokes equations. SPM imposes accurately and efficiently the proper conditions at the particle–fluid interface. In particular, while the original method employs a fully-explicit time-integration scheme we develop a high-order semi-implicit splitting scheme, which we implement in the context of spectral/hp element discretization. First, we show that the modeling error of SPM has a non-monotonic dependence on the time step size \( \Delta t \); it is a function of \( \sqrt{\nu \Delta t / \xi} \), where \( \nu \) is the kinematic viscosity of fluid and \( \xi \) is the interface thickness of the smoothed profile. Subsequently, we present several steady and unsteady simulations, including flow past 3D complex-shaped particles, and compare against direct numerical simulations and the force coupling method (FCM).

1. Introduction
Particulate flow occurs in many natural and technological situations, such as colloidal sedimentation, polymer suspensions and lubricated transport. The methods for numerical simulation of particulate flows can be broadly divided into two categories: the first one involves a Lagrangian description in which the computational mesh follows the particles or the fluid; the second one employs an Eulerian description on a fixed grid with the interactions between the solvent and the particles represented by some form of body force or appropriate interaction equations. For example, the arbitrary Lagrangian–Eulerian (ALE) method [2,3] belongs to the first category, while the distributed Lagrange multiplier (DLM) method first proposed by Glowinski et al. [4,5] and further developed by Patankar et al. [6] falls into the second category.

We have studied extensively in the past the force coupling method (FCM) [7–10], which is also a method in the second category. It represents each particle in the flow by a low-order expansion of force multipoles, which is applied as a distributed body force on the flow. It captures the far-field solution accurately and can typically resolve body forces with better than a couple of percent accuracy, though it does not fully resolve the flow field close to the particle surfaces (in the pointwise sense).

One of the most widely used methods in the second category is the immersed boundary method (IBM) of Peskin, which was originally developed for flows with immersed flexible membranes [11,12]. The main idea of IBM is to employ a regular Eulerian mesh for the solvent over the entire domain, together with Lagrangian markers for the immersed boundary. The
immersed boundary moves with the local fluid velocity, and in return exerts a “singular” force to the nearby fluid. This force is usually obtained from the elastic properties of the immersed boundary, and then distributed into the surrounding fluid using a regularized Dirac delta function. IBM was later extended to flows with rigid bodies with certain treatment, e.g. in [13,14]. A new “formally” second-order scheme of IBM was proposed in [15], which has less numerical viscosity and might be more appropriate for high Reynolds number flows. In these references [13–15], the fluid–particle interaction force utilizes a feed-back formulation, namely the “virtual boundary method” proposed in [16]. An alternative expression for the force called “direct forcing” has been introduced to IBM by [17], which avoids introducing additional free parameters and alleviates the severe time step restrictions of the virtual boundary method. More recently, [18] proposed an improved direct forcing formulation which shows a smoother and less oscillatory boundary force for moving boundary problems. A similar approach to IBM called “immersed interface method” (IIM) has been proposed in [19], and it was applied to Stokes flow problems in [20]. In contrast to IBM adding the forcing function into the continuous governing equations, IIM incorporates the jump conditions across the immersed interfaces directly into the discrete equations. The IIM has been shown to be second-order accurate in the maximum norm for elliptic problems. Extension to incompressible Navier–Stokes equations has been presented in [21,22]. The entire vector or only the normal component of the singular force (from the immersed interface to the fluid) is incorporated into jump conditions for both velocity and pressure or only pressure, in [21] and [22], respectively. They both give sharp resolution of the pressure across the interface. Compared to [22], the method in [21] achieves better accuracy, but it is more complicated to implement in general.

More recently, a new method, the so-called “smoothed profile” method (SPM), was proposed in [1,23–28]; it falls into the second category as well, for it uses a fixed grid. It is conceptually similar to FCM in the sense that it represents the particles by certain smooth body forces in the Navier–Stokes equations instead of treating the particles as boundary conditions to the fluid. However, it has also features of IBM in that the force distribution effectively imposes constraints on the fluid motion that approximate the boundary conditions. As with FCM and IBM, SPM solves a single set of fluid dynamics equations in the entire domain including the particle volumes, without any internal boundary conditions. However, different to FCM and IBM, a smoothly spreading interface layer is used to represent the particle boundaries to have a transition from the rigid–body motion to the fluid motion. This treatment is similar to the method of PHYSALIS [29,30], which assumes a boundary layer to exist next to the particle surface, where the Stokes approximation is valid; PHYSALIS uses a local analytic solution of the Stokes equations near the particle. Both PHYSALIS and SPM smear out the sharp solid–fluid interface and replace it by a smooth layer, which should be sufficiently resolved by the spatial discretization.

The key point of SPM is to update the velocity inside each particle through the integration of a “penalty” body force to ensure the rigidity of the particles. It imposes the no-slip boundary condition implicitly without any special treatment on the solid–fluid boundaries. This feature is, of course, appealing as it corrects the near-particle behavior of FCM in an efficient manner.

SPM has been verified by several test problems, and has also been applied to the sedimentation of hundreds of 2D colloidal disks in [1,24]. More recently, the method was extended to multi-component fluids, such as charged colloids in electrolyte solutions in [25,26,31] and the electrophoresis of dense dispersions in [27,32]. However, this method lacks any rigorous theoretical foundation and it has only been presented as a fully-explicit scheme, hence limiting the size of time step to very small values. It has also been used in conjunction with uniform grids and simple particle shapes. To this end, we have worked on an error analysis of this method and, in particular, its semi-implicit extension that we propose in the current work. In addition, we critically evaluate SPM, for first time, against direct numerical simulations (DNS) and FCM solutions for a number of problems, including steady and unsteady particulate flows, simple- and complex-shaped particle evolutions. All the results we present in this paper are based on three-dimensional simulations.

The paper is organized as follows. In Section 2 we present the main steps of SPM in the context of high-order discretizations. Specifically, a third-order stiffly-stable splitting scheme is employed for temporal discretization and spectral elements for spatial discretization. In Section 3 we quantify the accuracy of SPM for several prototype flows. In Section 4 a further verification of the method is presented through comparisons with other methods for complex-shaped particles. Section 5 presents a SPM simulation of two interacting spheres in low Reynolds number. We conclude in Section 6 with a brief summary.

2. Formulation

2.1. Smoothed representation of particles

SPM represents each particle by a smoothed profile (or in other words an indicator/concentration function), which equals unity in the particle domain, zero in the fluid domain, and varies smoothly between one and zero in the solid–fluid interfacial domain. In [1], several analytical forms of the smoothed profile for spherical particles are presented. Among them, the following profile is mostly used:

\[
\phi_i(x, t) = \frac{1}{2} \left[ \tanh \left( \frac{a_i - |x - R_i|}{\xi_i} \right) + 1 \right],
\]

where index \(i\) refers to the \(i\)th sphere, and \(a_i, R_i, \xi_i\) are respectively the radius, the position vector, and the interface thickness parameter for the \(i\)th sphere. The indicator function \(\phi_i\) is a function of spatial coordinates \(x\) and time \(t\).
Here we extend the above formula to a more general form, which is effective for any particle shape:

$$\phi_i(x, t) = \frac{1}{2} \left[ \tanh \left( \frac{-d_i(x, t)}{\epsilon_i} \right) + 1 \right],$$  \hfill (1b)  

where \(d_i(x, t)\) is the signed distance to the \(i\)th particle surface with positive value outside the particle and negative value inside the particle. The calculation of \(d_i(x, t)\) is rather straightforward if particles are in simple shapes (boxes, spheres, etc.). If, however, we deal with more complex shapes which are represented by many surface points coordinates, a closest-point searching procedure should be used to find \(d_i(x, t)\) and thus \(\phi_i(x, t)\).

For other cases where we know the analytical form of the particle surface functions, or where we can construct an interpolating spline function based on the surface points, we propose to use a slightly different form of the indicator function due to its convenience and efficiency:

$$\phi_i(x, t) = \frac{1}{2} \left[ \tanh \left( \frac{f_i(x, t)}{\epsilon_i} \tau_i \right) + 1 \right],$$  \hfill (2)  

where \(f_i(x, t)\) is the surface function of the \(i\)th particle, which is zero on the surface, positive inside the particle, and negative outside; here \(\tau_i\) is a scaling factor. We implement this form in most of the numerical simulations of flows involving spherical, ellipsoidal and biconcave particles, which are presented in the next two sections.

A smoothly spreading concentration field is achieved by summing up the concentration functions of all the \(N_p\) non-overlapping particles:

$$\phi(x, t) = \sum_{i=1}^{N_p} \phi_i(x, t).$$  \hfill (3)  

Fig. 1 shows a schematic of the smoothed profiles for an example involving two particles. The entire domain \(D\) can be subdivided into three domain types: \(D_p\) is the particle domain of the \(i\)th particle, where \(\phi \approx 1.0\); \(D_f\) is the fluid domain, where \(\phi \approx 0.0\); and \(D_s\) is the interface domain, where \(0.0 < \phi < 1.0\).

Based on this concentration field, the particle velocity field, \(u_p(x, t)\), is constructed from the rigid motions of the \(N_p\) particles:

$$\phi(x, t)u_p(x, t) = \sum_{i=1}^{N_p} \left[ V_i(t) + \Omega_i(t) \times [x - R_i(t)] \right] \phi_i(x, t),$$  \hfill (4)  

where \(R_i, V_i = \frac{dR_i}{dt}\) and \(\Omega_i\) are spatial positions, translational velocity and angular velocity of the \(i\)th particle, respectively. We can verify that the divergence of the particle velocity field is identically zero, i.e.,

$$\nabla \cdot u_p = \sum_{i=1}^{N_p} [V_i(t) + \Omega_i(t) \times [x - R_i(t)]] \cdot \nabla \phi_i = 0,$$

where we have used: \(\nabla (\phi_i) = (\nabla \phi_i) \delta_{ij} - \phi_i (\nabla \phi_j) = \sum_{\delta = 1}^{N_p} (\nabla \phi_i) \delta_{ij} - \phi_i (\nabla \phi_j) = 0\), by the assumption of non-overlapping envelopes of different particles, i.e., \(\phi_i(\nabla \phi_j) = 0\) for \(i \neq j\).

The total velocity field is then defined by a smooth combination of both the particle velocity field \(u_p\) and the fluid velocity field \(u_f\):

$$u(x, t) = \phi(x, t)u_p(x, t) + (1 - \phi(x, t))u_f(x, t).$$  \hfill (5)  

We see that inside the particle domain \((\phi = 1)\), we have \(u = u_p\), i.e., the total velocity equals the particle velocity. In the interfacial domain \((0 < \phi < 1)\) the total velocity changes smoothly from the particle velocity \(u_p\) to the fluid velocity \(u_f\).
SPM imposes indirectly the no-slip constraint on the particle boundaries. This imposition can be verified by taking the curl of Eq. (5):

\[
\nabla \times \mathbf{u} = \nabla \times [\mathbf{u}_f + \phi(\mathbf{u}_p - \mathbf{u}_f)] = (\nabla \phi) \times (\mathbf{u}_p - \mathbf{u}_f) + \phi(\nabla \times \mathbf{u}_p) + (1 - \phi)(\nabla \times \mathbf{u}_f).
\]

As \(\nabla \phi\) is non-zero in the interfacial domain and is perpendicular to the particle surface, the no-slip constraint can be expressed as \((\nabla \phi) \times (\mathbf{u}_p - \mathbf{u}_f) = 0\). So the imposition of the no-slip constraint comes from the assumption that the vorticity of the total flow field consists of the vorticities from both the fluid velocity and the particle velocity, i.e.,

\[
\nabla \times \mathbf{u} = \phi(\nabla \times \mathbf{u}_p) + (1 - \phi)(\nabla \times \mathbf{u}_f).
\]

The validity of this equation will be checked later in a numerical simulation example.

SPM also imposes the no-penetration constraint on particle surfaces. If we check the divergence of the total velocity, taking into account that the fluid solvent is incompressible and the particle velocity field is divergence-free (derived by assuming non-overlapping particle envelopes), we obtain:

\[
\nabla \cdot \mathbf{u} = \nabla \cdot [\mathbf{u}_f + \phi(\mathbf{u}_p - \mathbf{u}_f)] = (\nabla \phi) \cdot (\mathbf{u}_p - \mathbf{u}_f).
\]

Since \((\nabla \phi) \cdot (\mathbf{u}_p - \mathbf{u}_f) = 0\) represents the no-penetration constraint on particle surfaces, imposing the incompressibility condition of the total velocity \(\nabla \cdot \mathbf{u} = 0\) ensures the no-penetration surface condition, and vice versa.

SPM solves for the total velocity, \(\mathbf{u}\), in the entire domain \(D\), including the particle domain with the Navier–Stokes equations with an extra force density term along with the incompressibility constraint:

\begin{align}
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} &= -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{g} + \mathbf{f} \quad \text{in } D, \\
\nabla \cdot \mathbf{u} &= 0 \quad \text{in } D,
\end{align}

where \(\rho\) is the density of the fluid, \(p\) is the pressure field, \(\nu\) is the kinematic viscosity of the fluid, \(\mathbf{g}\) is the gravity (and other external forces on the fluid), and \(\mathbf{f}\) is the body force density term representing the interactions between the particles and the fluid. Here, the fluid solvent is assumed to be Newtonian with constant viscosity for simplicity.

The velocity and pressure fields are solved through the following two-step semi-discrete form proposed in [1,25]. First, SPM solves for the total velocity, \(\mathbf{u}^n\), from the previous step solution \(\mathbf{u}^s\), by integrating the advection and viscous stress:

\begin{align}
\mathbf{u}^s &= \mathbf{u}^n + \int_{t^n}^{t^{n+1}} dt [-(\mathbf{u} \cdot \nabla)\mathbf{u} - \frac{1}{\rho} \nabla p^s + \nu \nabla^2 \mathbf{u} + \mathbf{g}], \\
&\approx \mathbf{u}^n + \Delta t \left[-(\mathbf{u}^n \cdot \nabla)\mathbf{u}^n - \frac{1}{\rho} \nabla p^n + \nu \nabla^2 \mathbf{u}^n + \mathbf{g}^n\right] \quad \text{in } D,
\end{align}

where \(\Delta t\) is the time increment \(t^{n+1} - t^n\), and a forward Euler integration is used. This is solved in conjunction with the incompressibility constraint on \(\mathbf{u}^s\), i.e., \(\nabla \cdot \mathbf{u}^s = 0\), and hence \(\frac{1}{\rho} \nabla^2 p^s = -\nabla \cdot [(\mathbf{u}^n \cdot \nabla)\mathbf{u}^n + \mathbf{g}^n]\).

Then SPM updates the total velocity and pressure fields from \(\mathbf{u}^s, \mathbf{p}^s\):

\[
\mathbf{u}^{n+1} = \mathbf{u}^s + \int_{t^n}^{t^{n+1}} dt \left[\mathbf{f}_s - \frac{1}{\rho} \nabla p_p\right] = \mathbf{u}^s + \left[\phi(\mathbf{u}_p - \mathbf{u}^s) - \frac{\Delta t}{\rho} \nabla p_p\right] \quad \text{in } D,
\]

where \(p_p\) is the extra pressure field and \(\mathbf{u}_p\) is calculated from Eq. (4). Note that the particle motions \((\mathbf{V}, \mathbf{X})\) could either be given or calculated from Newton’s equations using the exerted forces on the particle. SPM assigns \(\int_{t^n}^{t^{n+1}} f dt = \phi(\mathbf{u}_p - \mathbf{u}^s)\) to denote the momentum change (per unit mass) due to the presence of the particle. Thus at each time step the flow is corrected by a momentum impulse to ensure that the total velocity matches that of the rigid particles within the particle volume, and hence to enforce the rigidity constraint. From the above expression we have that \(\mathbf{f}_s \sim \frac{1}{\rho} \phi(\mathbf{u}_p - \mathbf{u}^s)\), suggesting that SPM is similar to penalty methods [33,34], which incorporate constraints into the governing equations. Here \(1/\Delta t\) serves as a penalty parameter; thus the smaller \(\Delta t\) is, the tighter the control of the rigidity constraint is. However, in contrast to the delta functions used in [33,34], the smooth indicator function \(\phi\) is used here by SPM.

The total pressure field is split into two parts as: \(p = p^s + p_p\) to ensure the divergence-free of the total velocity field \((\nabla \cdot \mathbf{u} = 0)\) and hence the imposition of the impermeable condition on the particle boundaries. Specifically, the following equation for \(p_p\):

\[
\frac{\Delta t}{\rho} \nabla^2 p_p = \nabla \cdot [\phi(\mathbf{u}_p - \mathbf{u}^s)] \quad \text{in } D,
\]

is derived by taking the divergence of Eq. (10) and using the divergence-free constraints \(\nabla \cdot \mathbf{u}^s = 0, \nabla \cdot \mathbf{u}^n = 0\) and \(\nabla \cdot \mathbf{u}^{n+1} = 0\).
2.2. Semi-discrete system: temporal integration

The original SPM [125] used a fully-explicit time-marching scheme for Eq. (9a). In the current paper, we introduce a semi-implicit treatment, using a stiffly-stable high-order splitting (velocity-correction) scheme [35], in order to enhance stability and increase temporal accuracy.

In the velocity-correction splitting scheme, the fields at time level \( n \): \( \{ \mathbf{u}^n, p^n, \mathbf{R}_i^n, \mathbf{O}_i^n, \phi^n, \mathbf{V}_i^n, \Omega_i^n, \forall i = 1, \ldots, N_p \} \), are advanced over a time step \( \Delta t \) to determine the fields \( \{ \mathbf{u}^{n+1}, p^{n+1}, \mathbf{R}_i^{n+1}, \mathbf{O}_i^{n+1}, \phi^{n+1}, \mathbf{V}_i^{n+1}, \Omega_i^{n+1}, \forall i = 1, \ldots, N_p \} \), through the four sub-steps outlined below. Note that \( \mathbf{R}_i^n, \mathbf{O}_i^n \) are position vector and orientation vector of the \( i \)th particle respectively, which contribute to the concentration function \( \phi^n \).

As a preliminary step before all sub-steps, we move particles from \( \mathbf{R}_i^n, \mathbf{O}_i^n \) to \( \mathbf{R}_i^{n+1}, \mathbf{O}_i^{n+1} \) by \( \mathbf{V}_i^n, \Omega_i^n \) using an explicit integration scheme, e.g. a high-order Adam–Bashforth method as

\[
\begin{align*}
\mathbf{R}_{i}^{n+1} &= \mathbf{R}_{i}^{n} + \Delta t \sum_{q=0}^{J_f} a_q \mathbf{V}_i^{n-q}, \\
\mathbf{O}_{i}^{n+1} &= \mathbf{O}_{i}^{n} + \Delta t \sum_{q=0}^{J_f} a_q \Omega_i^{n-q},
\end{align*}
\]  

(12a)

(12b)

where \( J_f \) is the order of the explicit time-integration scheme and \( a_q \) are the coefficients in the Adam–Bashforth scheme. Then, the concentration field \( \phi^{n+1} \) is calculated.

2.2.1. Velocity update due to advection

We compute the intermediate velocity field \( \mathbf{u}^s \) by first integrating the non-linear (advection) term and body force term:

\[
\frac{\mathbf{u}^s - \sum_{q=0}^{L_{c}-1} \gamma_q \mathbf{u}^{n-q}}{\Delta t} = \sum_{q=0}^{L_{c}-1} \beta_q [-(\mathbf{u} \cdot \nabla) \mathbf{u}^{n-q} + \mathbf{g}^{n-q}] \quad \text{in} \ D,
\]

(13)

where \( \gamma_q, \beta_q \) are the coefficients derived from the standard stiffly-stable scheme formulation (see [36]). Also, \( \mathbf{u}^{n-q} \) and \( \mathbf{g}^{n-q} \) are the velocity and body force fields at previous time steps.

2.2.2. Velocity update due to pressure influence

We then update the velocity from \( \mathbf{u}^s \) to \( \mathbf{u}^{ss} \) to account for the pressure influence:

\[
\frac{\mathbf{u}^{ss} - \mathbf{u}^s}{\Delta t} = -\nabla p^* \quad \text{in} \ D,
\]

(14)

where the intermediate pressure field \( p^* \) is solved from:

\[
\nabla^2 p^* = \nabla \cdot \left( \frac{\mathbf{u}^s}{\Delta t} \right) \quad \text{in} \ D.
\]

(15)

This equation is derived from Eq. (14) by imposing the incompressibility constraint \( \nabla \cdot \mathbf{u}^{ss} = 0 \), following the velocity-correction splitting scheme described in [36].

The following Neumann boundary condition for \( p^* \) is used at any velocity Dirichlet boundary:

\[
\frac{\partial p^*}{\partial n} = \sum_{q=0}^{J_f-1} \beta_q [-(\mathbf{u} \cdot \nabla) \mathbf{u} + \mathbf{g} - v \nabla \times (\nabla \times \mathbf{u})]^{n-q} \cdot \mathbf{n},
\]

(16)

assuming time-independent normal velocities at the boundary (see [36]).

2.2.3. Viscous effects

We obtain the intermediate velocity \( \mathbf{u}^v \) based on \( \mathbf{u}^{ss} \) by treating the viscous term implicitly:

\[
\left( \nabla^2 - \gamma_0 \frac{\gamma_0}{\Delta t} \right) \mathbf{u}^v = \frac{\mathbf{u}^{ss}}{\Delta t} \quad \text{in} \ D,
\]

(17)

where \( \gamma_0 \) is the scaled coefficient of the stiffly-stable scheme with \( \gamma_0 = \sum_{q=0}^{J_f-1} \gamma_q \). Here, the velocity \( \mathbf{u}^v \) on the boundary takes the same values prescribed as boundary conditions.

2.2.4. Velocity update due to rigid-body motion constraint

First, the hydrodynamic force and torque on the particles exerted by the surrounding fluid are derived from the momentum conservation between the particles and the fluid. In other words, the momentum change in the particle and interfacial domain equals the time integral of the hydrodynamic force and the external force. Hence, we assign
where \( \mathbf{r}^{i+1} \) is the distance vector from the rotational reference point on the \( i \)th particle to any spatial point \( \mathbf{x} \). Here, a first order approximation is used in the force integration.

Second, the particle translational and angular velocities are updated using Newton’s equations:

\[
V_i^{n+1} = V_i^n + M_i^{-1} \cdot \Delta t \cdot \sum_{q=0}^{j_q} a_q \cdot (F_{h_q}^{n-q} + F_{ext}^{n-q}),
\]
\[
\Omega_i^{n+1} = \Omega_i^n + I_i^{-1} \cdot \Delta t \cdot \sum_{q=0}^{j_q} a_q \cdot (N_{h_q}^{n-q} + N_{ext}^{n-q}),
\]

where \( M_i \) and \( I_i \) are the mass and the moment of inertia of the \( i \)th particle, \( a_q \) are the coefficients from a Adam–Bashforth scheme. Here, \( F_{h_q}^{n-q} \) and \( N_{h_q}^{n-q} \) are, respectively the external force and torque on the \( i \)th particle at previous time steps.

Third, the particle velocity field is calculated from:

\[
\phi^{n+1} \mathbf{u}_p^{n+1} = \sum_{i=1}^{N_p} \phi_i^{n+1} \{ V_i^{n+1} + \Omega_i^{n+1} \times (\mathbf{x} - \mathbf{R}_i^{n+1}) \}.
\]

For free motion of particles, \( \mathbf{u}_p \) is coupled with the forces and torques on particles \( \mathbf{F}_{hi}, \mathbf{F}_{ext}, \mathbf{N}_{hi}, \text{ and } \mathbf{N}_{ext} \). To decouple the system, we employ Eqs. (18), (19) and (20) using an explicit numerical scheme.

Fourth, we solve for the extra pressure field \( p_p \) due to the rigidity of the particle as

\[
\nabla^2 p_p = \gamma_0 \nabla \cdot \left( \frac{\phi^{n+1} \{ \mathbf{u}_p^{n+1} - \mathbf{u}^* \}}{\Delta t} \right) \quad \text{in} \quad D.
\]

The following is used as the boundary conditions for \( p_p \) at any velocity Dirichlet boundary (with time-independent normal velocities):

\[
\frac{\partial p_p}{\partial n} = \gamma_0 \frac{\phi^{n+1} \{ \mathbf{u}_p^{n+1} - \mathbf{u}^* \}}{\Delta t} \cdot \mathbf{n}.
\]

Finally, we update the total velocity field by enforcing the rigid-body motion constraint using the particle velocity field \( \phi^{n+1} \mathbf{u}_p^{n+1} \):

\[
\frac{\gamma_0 \mathbf{u}^{n+1} - \gamma_0 \mathbf{u}^*}{\Delta t} = \frac{\gamma_0 \phi^{n+1} \{ \mathbf{u}_p^{n+1} - \mathbf{u}^* \}}{\Delta t} - \nabla p_p \quad \text{in} \quad D.
\]

Eqs. (21a) and (21b) are both derived from Eq. (22). The total pressure field is calculated by summing the intermediate pressure and the extra pressure field, i.e., \( p^{n+1} = p^* + p_p \).

### 2.3. Fully-discrete system: spatial discretization

For spatial discretization of the above equations, we apply the spectral/hp element method (see [36]). This hybrid method benefits from both finite element and spectral discretization: on one hand, for domains with complex geometry, we can increase the number of subdomains/elements \((h\text{-refinement})\) with the error in the numerical solution decaying algebraically. On the other hand, with fixed elemental size we can increase the interpolation order within the elements \((p\text{-refinement})\) to achieve an exponentially decaying error, provided the solutions are sufficiently smooth throughout the domain. Hence, the use of smoothed profiles in SPM preserves the high-order numerical accuracy of the spectral/hp element method.

The solution domain is partitioned into non-overlapping sub-domains/elements (with characteristic size of an element to be \( h \)): \( \Omega = \bigcup_{\zeta \in \Omega^N} \Omega^\zeta \). We use hexahedral or tetrahedral elements in our present numerical simulations. By constructing the standard element \( \Omega^\zeta \), the local coordinates in the standard element \( (\zeta \in \Omega^p) \) can be mapped to the global coordinate in any elemental domain \( (\mathbf{x} \in \Omega^p) \) by an isoparametric transformation \( \mathbf{x} = \mathbf{\zeta}^p(\zeta) \). Then, a polynomial expansion (with polynomial order up to \( P \)) is employed within the standard element to construct the approximate solution \( u^\zeta \):

\[
u^p(\mathbf{x}) = \sum_{e=1}^{N_x} \sum_{j=1}^{p} \partial_j \psi^e_j(\zeta) = \sum_{i=0}^{N_{ad}} \tilde{u}_i \Psi_i(\mathbf{x}),
\]

where \( (\zeta^p)^{-1}(\mathbf{x}) \) is the local coordinate, \( \psi^e_j(\zeta) \) denotes the local expansion modes, and \( \Psi_i(\mathbf{x}) \) are the global modes derived from the global assembly of the local modes [36].
For the expansion basis \( \psi_{\xi}(\zeta) \), both modal and nodal basis can be used. A modal expansion is used in conjunction with Galerkin projection to solve Eqs. (15), (17) and (21a), while a nodal expansion is used in conjunction with collocation projection of Eq. (13). The updating step (22) could be done by either collocation or Galerkin projection. The former is more efficient but the numerical solution might be discontinuous at some element boundaries, whereas the latter guarantees \( C^0 \) continuity of the approximate solution across the elements through an appropriate choice of the boundary modes. For the modal expansion, we use a semi-orthogonal basis written in terms of the Jacobi polynomials. For the nodal basis, we employ the Lagrange-Jacobi polynomials through the Gauss–Legendre–Lobatto quadrature points.

The spectral/hp element method allows us to accurately represent arbitrary fixed rigid boundaries of the flow domain while using SPM to represent the particles.

3. Prototype flows: error analysis and verification

In order to verify SPM and analyze its error, we test several prototype flow problems.

3.1. Planar Couette flow

We simulate the steady laminar flow of a viscous fluid between two parallel plates, one moving relatively to the other. The plates are separated by a distance \( h \) in the \( y \)-direction with the lower plate aligned with the \( x \)-axis and being stationary while the upper plate moving with constant velocity \( \mathbf{V} = (V, 0, 0) \). At first, we want to see how accurately SPM captures the exact analytical solution \( \mathbf{u}_{\text{exact}} = (V \cdot y/h, 0, 0) \) for \( y \in [0, h] \) and \( (V, 0, 0) \) for \( y \in [h, 2h] \); here we specify \( V = 1, h = 3 \).

Specifically, using this problem, we want to analyze SPM using two different time-discretization implementations: one is the original fully-explicit scheme [1, 25], while the other is the semi-implicit scheme we proposed in the previous section. The fully-explicit SPM uses two steps as in Eqs. (9a) and (10), while the semi-implicit SPM uses four steps given by Eqs. (14), (17) and (22). The top wall \( \partial u \) is treated by a “smoothed profile”, with the concentration field of \( \phi(x, t) = \frac{1}{2} \left[ \tanh \left( \frac{x \cdot h}{h} \right) + 1 \right] \) derived from Eq. (1b). The simulation domain \( D \) is a box of \( h/3 \times 2h \times h/3 \), with periodic boundaries in the \( x \)- and \( z \)-directions and Dirichlet boundaries in the \( y \)-direction (i.e., \( u_{\mid y=0} = (0, 0, 0), u_{\mid y=2h} = (1, 0, 0) \)). We ignore both the gravity and the advection \( \mathbf{u} \nabla \mathbf{u} \) in both implementations. The velocity and pressure fields are solved by a first-order temporal scheme by marching through pseudo-time to the steady state. The spectral/hp element method is used for spatial discretization, with six non-uniform elements and a polynomial order of \( P = 11 \). Upon convergence to steady state, we calculate the \( L_2 \) error (\( L_2 \) norm) of the streamwise velocity \( u \) in the flow region \( 0 \leq y \leq h \).

We can also obtain solutions directly from the semi-discrete equations by assuming that: (1) all the field quantities are only \( y \)-dependent, i.e., \( u(x, y, z) = u(y), p(x, y, z) = p(y) \), etc.; (2) the velocity field has a nontrivial component only in the streamwise direction, i.e., \( u(y) = (u(y), 0, 0) \); (3) steady state is achieved, i.e., \( u^{n+1} = u^n \); and (4) the pressure is uniform everywhere, i.e., \( \nabla p = (0, 0, 0), \nabla p = (0, 0, 0) \). Then for the fully-explicit implementation, from (9a) and (10), we obtain the 1D reduced system for the streamwise velocity \( u^n \) and the streamwise intermediate velocity \( u^* \):

\[
\begin{align*}
(1 - \phi) \lambda \Delta t \frac{\partial u^n}{\partial y} - \phi u^n = -\phi u_p, \\
u^* = u^n + \lambda \Delta t \frac{u^n}{\partial y}.
\end{align*}
\]

Applying the same assumptions to the semi-implicit scheme, a different reduced system for \( u^n \) and \( u^* \) is derived from Eqs. (13), (14), (17) and (22):

\[
\begin{align*}
\lambda \Delta t \frac{\partial u^n}{\partial y} - \phi u^n = -\phi u_p, \\
u^n = u^* + \phi(u_p - u^*).
\end{align*}
\]

From the above reduced systems, for both schemes we obtain the velocity to be: \( u^n = u_p \) when \( \phi = 1 \) (particle domain) and \( u^n = u^* = ay \) when \( \phi = 0 \) (fluid domain), where the constant \( a \) needs to be determined by matching the velocity through the interface domain. In the limit of employing a step function for \( \phi \) (i.e., \( \xi = 0 \)), and by imposing \( C^0 \) continuity of \( u^n \) at the interface \( y = h \), we find that \( a = y/h \), which means we recover the exact solution using both schemes. However, if \( \phi \) is a smooth function with \( \xi > 0 \), the above two reduced systems are solved by a second-order finite difference method using a fine uniform grid (with 4001 grid points and mesh size \( \lambda = 2h/4000 \)).

Furthermore, in both 1D systems (24) and (25), an artificial boundary layer (scaling as \( \sqrt{\lambda \Delta t} \)) is present. In particular, both terms \( \exp(\pm y/\sqrt{\lambda \Delta t}) \) will be present in the velocity solution and this will lead to a non-monotonic error behavior. Our results from solving the full 3D system further verify this.

Fig. 2 shows that the \( L_2 \) error in both implementations has a non-monotonic dependence on the time step \( \Delta t \), similar in fact to the error structure of semi-Lagrangian schemes [37]. We note that the spatial discretization error is negligible since increasing the polynomial order in each element from \( P = 11 \) to \( P = 13 \) showed no change in the \( L_2 \) error. The true temporal discretization error should also vanish for the high-order splitting scheme (see [36]). The agreement of the 4-step reduced 1D system results in Fig. 2 indicates a negligible error of the pressure solver. So the \( L_2 \) error shown in the figures consists of the SPM modeling error from the smoothed particle representation in the
Navier–Stokes equation by Eqs. (9a) and (10). Simple scaling arguments of the 1D systems (24) and (25) show that the error is, in fact, a function of \( \sqrt{\Delta t / \xi} \), and the results from the solution of the full 3D system shown in Fig. 3 verify this.

Fig. 3 also indicates that the optimum time step size \( (\Delta t)_o \) depends only on \( \sqrt{\nu / \xi} \), i.e., for the 2-step fully-explicit scheme \( \sqrt{\nu (\Delta t)_o / \xi} \approx 0.88 \), while for the 4-step semi-implicit scheme \( \sqrt{\nu (\Delta t)_o / \xi} \approx 0.75 \). A physical explanation of this error behavior can be put forward by considering the following two aspects. On the one hand, recall that SPM essentially adds a penalty term \( \phi(u_p - u')/\Delta t \) in the Navier–Stokes equations. Hence, smaller \( \Delta t \) would have a tighter control of the flow and thus achieve better accuracy. But on the other hand, physically SPM simulates the particle by impulsively applying a momentum change to the particle domain at each time step, which in turn creates an impulse on the flow as in the Stokes’ first problem. The thickness of the diffusive layer (within which the impulsive momentum change has an effect) is thus scaled as \( d = 2.76 \sqrt{\nu \Delta t} \) [38]. So a smaller \( \Delta t \) will produce a thinner Stokes layer thickness \( \delta \); in particular, if \( \Delta t \) is so small that \( \delta \) cannot be spatially resolved by the smoothed profile used, it will lead to an increase in error. Let us introduce the “effective” smooth interface thickness \( l_e \), which is expected to be scaled as \( 2 \xi \). The optimum time step size \( (\Delta t)_o \), which produces the smallest error, comes from the balance of the Stokes layer scale \( \delta \) and the effective interface thickness \( l_e \). The numerical results in Fig. 3 verify this by showing that \( l_e = 2.07 \xi \) for the 4-step semi-implicit implementation. But for the 2-step fully-explicit scheme, a larger \( l_e = 2.42 \xi \) is indicated. By treating the viscous term implicitly in the 4-step scheme, we have a stricter control of the viscous layer throughout the interface domain, thus the intermediate velocity \( u' \) is more sharply defined and hence the effective smooth interface thickness \( l_e \) is thinner.

![Fig. 2. Couette flow: \( L_2 \) error of the streamwise velocity versus \( \Delta t \) for two different interface thickness \( \xi \) and two different kinematic viscosity \( \nu \). (LEGEND NOTE: ‘4-step’: 4-step semi-implicit scheme; ‘2-step’: 2-step full-explicit scheme; ‘RED’: reduced 1D system discretized by finite difference; ‘FULL’: full 3D system discretized by spectral/hp element; ‘\( n_0 \)’: \( n_0 = 0.05 = 0.0167h \); ‘\( m_0 \)’: \( m_0 = 1.0 \).)

![Fig. 3. Couette flow: \( L_2 \) error of the streamwise velocity versus \( \sqrt{\nu \Delta t / \xi} \) for the same SPM simulation results as shown in Fig. 2.]
3.2. Periodic array of spheres

Next we apply SPM to another benchmark problem describing the sedimentation of spheres (of radius \(a\)) arranged in a periodic cubic lattice (of length \(L\)). The particle concentration \(c\) is defined by the ratio of the particle volume \(\Omega_p\) over the domain volume \(\Omega\): \(c = \Omega_p/\Omega = \frac{4a^3}{L^3}\). For low \(c\), Hasimoto [39] has derived a relationship between the external force \(\mathbf{F}\) on each sphere and the sedimentation velocity \(\mathbf{V}\) as follows:

\[
\mathbf{V} = \left(1 - 1.7601c^2 + c - 1.5593c^2 + 0(c^2)\right) \frac{\mathbf{F}}{6\pi \eta a \rho \gamma}.
\]

(26)

where \(\frac{\mathbf{F}}{6\pi \eta a \rho \gamma}\) is the Stokes velocity of a particle settling in a unbounded fluid under the external force \(\mathbf{F}\).

The simulation here adopts a configuration of \(L = 12\) and \(a = 2\). Hence, \(c = 0.0194\), and Eq. (26) can be used to compare with the settling velocity results from the numerical simulations. In order to maintain the system in equilibrium, a uniform pressure gradient is applied to balance the net force exerted on the spheres: \(\nabla p \cdot \mathbf{V} = 0\). The net volume flux is zero in this frame of reference. Alternatively, if we change the reference frame to move with the particle (with velocity \(\mathbf{V}\)), the particles can be viewed as a fixed bed flushed by fluid driven by a pressure gradient. The superficial velocity is defined by the net displacement or volume flux of flow throughout the domain \(D\):

\[
\mathbf{V}_s = \frac{1}{\Omega} \int_D \mathbf{u} d\mathbf{x}.
\]

(27)

where \(\mathbf{u}\) is the flow velocity at any spatial point \(\mathbf{x}\). As this reference frame is moving with velocity \(\mathbf{V}\), from the zero net volume flux under the original fixed frame, we have \(\Omega \nabla \mathbf{V}_s = \Omega \mathbf{V} = 0\), thus \(\mathbf{V}_s = -\mathbf{V}\), i.e., the superficial velocity in the second reference frame equals the negative settling velocity in the first reference frame. This, in fact, is the result of Galilean invariance, which we have verified also numerically.

In addition to the settling velocity, we want to examine the accuracy of SPM in the pointwise sense with comparisons against well-resolved Direct Numerical Simulations (DNS) using the spectral/hp element code [40], and also against the force coupling method (FCM) with spectral/hp element discretizations as presented in [7,10]. For the SPM simulation, flows in both reference frames are resolved with an identical grid of 1728 uniform hexahedral elements and \(P = 7\) polynomial order. Also, the same uniform pressure gradient \(\nabla p = (-5.88 \times 10^{-4}, 0, 0)\) is applied in both reference frames. Within the first reference frame, an external force \(\mathbf{F} = -\nabla p \cdot \Omega\) is applied on each sphere, and the sedimentation velocity \(\mathbf{V}\) is calculated. In the second reference frame, the particle velocity is zero, and the superficial velocity \(\mathbf{V}_s\) is calculated.

Both DNS and FCM simulations are performed to resolve the flow in the second reference frame. DNS simulation applies a pressure gradient of \(\nabla p = \nabla p \cdot \Omega/\Omega\) to ensure the same value of the drag force, and hence the same flow problem as in FCM and FCM simulations is solved. A non-uniform mesh of 11,232 tetrahedral elements and \(P = 7\) polynomial order is used. FCM simulation uses a penalty method to calculate the external force in order to fix the particle in position as proposed in [41]. The same pressure gradient \(\nabla p\) and the same mesh as in the SPM simulation is used for FCM.

Fig. 4 shows the streamwise velocity profiles along the cross-flow direction (i.e., along \(y\)-axis) using DNS, FCM and SPM, all in the second reference frame. The agreement of SPM and DNS is very good everywhere; SPM has a similar error to FCM in the far-field, but SPM resolves the near-field velocity much better. This is due to the rigid-body constraint imposition of SPM, which is not present in the FCM implementation. Also the errors of the superficial velocity for FCM and SPM simulations are very similar; both are around 0.05%.

![Fig. 4. Periodic array of spheres: streamwise velocity \(u\) along the center line \(y\)-axis, using DNS, FCM and SPM (with \(v = 0.34, \xi = 0.1, \eta = 0.05\), \(\Delta r = 0.015\)).](image-url)
The error plots in Fig. 5 confirm the conclusions of the last subsection, namely that the SPM modeling error is a function of \( \nu \Delta t \) and \( \zeta \), and the optimum time step size \( (\Delta t)_o \) is determined by the balance of the Stokes layer \( \delta = 2.76\sqrt{\nu \Delta t} \) and the effective smooth interface thickness \( l_e \). We find from the above data that \( l_e \approx 2.07\zeta \) for sufficiently small \( \zeta (\zeta = 0.025a) \), which is the same as the result we obtained for the Couette problem! (We note that \( l_e \) is slightly smaller \( (l_e \approx 1.97\zeta) \) if we employ a larger value of \( \zeta \), e.g. \( 0.05a \).) Fig. 5 also verifies that the relative difference between the absolute values of the superficial velocity \( V_s \) and the settling velocity \( V \) is negligible.

### 3.3. Rotating sphere at low Reynolds number

Next we investigate the accuracy of SPM in simulating the steady flow induced by a sphere rotating with constant angular velocity in a viscous incompressible fluid which is at rest at large distances from the sphere. This problem in an open domain has been treated analytically by Bickley [42], who obtained a second-order approximation for the fluid velocity and pressure, which is quite accurate when the Reynolds number is small. We use this open domain solution as a reference to validate our results.

For the rotation of a sphere with radius \( a \), at Reynolds number \( Re \approx 1 \), we employ spherical coordinates of \( x = a \sin \vartheta \cos \varphi \), \( y = a \sin \vartheta \sin \varphi \), \( z = a \cos \vartheta \), with \( a = 0.261 \) centered at the origin and spinning with an angular velocity of \( \omega = (0, 0, \omega_z) \). We use this configuration of \( \Delta t \) and \( \zeta \) to achieve a Reynolds number \( Re \approx 1 \) in the SPM simulations. The required external torque \( T_{ext} \) on the sphere to achieve a Reynolds number \( Re \approx 1 \) is estimated from the asymptotic approximation obtained by Takagi [43]:

\[
2T_{ext}/\rho a^5 \omega_z^2 = 16\pi(1 + f(Re_w))/Re_w.
\]

This is a correction to Lamb’s result \( M = 16\pi/Re \) for Stokes flow [44], and has been confirmed by numerical simulations of Dennis [45] for \( Re \ll 10 \). Numerical results of the hydrodynamic torque obtained from Eq. (18b) are compared to this given external torque.

For the SPM simulations we used 4096 nonuniform hexahedral elements and a polynomial order of \( P = 5 \). The following indicator function, utilizing the form of (2), was applied:

\[
\phi(x, t) = \frac{1}{2} \left[ \tanh \left( \frac{\delta(x, t)}{\zeta} \tau \right) + 1 \right], \quad \text{with} \quad f = 1 - |x|^2/a^2, \quad \tau = a/2.
\]

Compared to the original spherical envelope (1), this envelope is slightly different and thus the effective smooth interface thickness \( l_e \) is slightly different from \( 2.07\zeta \) obtained for (1). Let us define the effective interface thickness \( l_e \) to be twice the distance from the particle surface to the spatial point whose concentration function is \( \phi_e = \left( \tanh \left( \frac{-2\zeta}{\zeta} \right) + 1 \right)/2 = 0.112 \). For the original envelopes (1), with \( \zeta = 0.05a = 0.013 \), \( l_e = 2.07\zeta = 0.0269 \), with the new envelope (28), using the same \( \zeta \), we have \( l_e = 2 \times 0.0127 = 0.0254 \). The time step size is thus chosen according to the expected optimum time step derived.
from $2.76\sqrt{\nu/(\Delta t)} = l$. DNS results were obtained using 6600 hexahedral elements with polynomial order $P = 7$. The FCM results from [46], which were obtained by a Fourier pseudo-spectral method with $64^3$ grid points for the same domain, are also included for comparison.

We see from Fig. 6 that SPM captures the primary azimuthal velocity quite well, with a maximum pointwise error of about 3.2% near the sphere surface (with $\zeta = 0.05a$). This error goes up to about 4.9% if we use a thicker smooth interface, $\zeta = 0.077a$. The radial velocity is more challenging to resolve, for it comes from the secondary flow at finite Reynolds numbers and its magnitude is much smaller than the dominant azimuthal velocity. Fig. 7 shows that there is some effect due to the periodic boundary conditions as manifested by the difference between the SPM results and the second-order approximate solution [42]. The relative difference in the azimuthal velocity is around 0.00063 on the domain boundaries. Thus, we employ DNS results for a more fair comparison, and the agreement with SPM is good everywhere. We also see that SPM is resolving the radial velocity much better than FCM near the particle surface ($x/a < 1.3$), and it resolves the far-field velocity as well as FCM. By reducing the SPM interface thickness parameter from $\zeta = 0.077a$ to $\zeta = 0.05a$, the peak pointwise error in the radial velocity reduces from about 8.5% to 3.6% for Reynolds number 0.25.

**Fig. 6.** Rotating sphere: non-dimensional azimuthal velocity $\nu$ versus radial distance along the $x$-axis. Comparison between the second-order approximation solution and results from DNS, FCM and SPM (with $\zeta = 0.05a$) for two different Reynolds numbers.

**Fig. 7.** Rotating sphere: Non-dimensional radial velocity $u$ versus radial distance the along $x$-axis. Comparison between the second-order approximation solution and results from DNS, FCM and SPM (with $\zeta = 0.05a$) for two different Reynolds numbers.
With the above SPM setup, we now check the indirect imposition of the no-slip constraint on the sphere boundary by validating Eq. (6) on the equator plane $z = 0$. The right hand side (RHS) is calculated using $\phi$ from (28), $u_p = \omega \times x$ and $u_{ip} = (\omega \times x) a^3/|x|^3$ which is the exact Stokes solution for an open domain. The left hand side (LHS) is computed by taking the numerical gradient of the total velocity. We obtain the relative error between RHS and LHS (in $L^2$-sense) to be around 1.1%. By noting that this error mainly comes from the periodic boundary treatment instead of a open domain, and this problem features in sharp transition of the vorticity across the interface, the above test serves as a sufficient verification of the imposition of no-slip boundary constraint in SPM.

Fig. 7 also shows a non-zero radial velocity inside the particle, which is of the same order of magnitude as the peak error in the radial velocity. This particle-penetrating phenomenon arises from the final updating step Eq. (22), where $\nabla p_p$ has a non-zero value even inside the particle. In order to suppress this erroneous velocity we modify (22) to:

$$\gamma_0 \frac{u^{n+1} - u^*}{dt} = \gamma_0 \phi (u_p^{n+1} - u^*) - (1 - \phi) \nabla p_p.$$  \hspace{1cm} (29)

We see from Fig. 8 that the result is satisfying, as this modification ensures the non-penetrating constraint is satisfied strictly inside the particle as well and this has as a result a further reduction in the error of the radial velocity outside the particle. However, this modification introduces some compressibility inside and on the particle boundary (i.e., $\phi = 0$), see Eqs. (21a) and (29). Indeed, the numerical results show that the divergence of the total velocity $\nabla \cdot u^{n+1}$ is slightly larger than the divergence of the intermediate velocity $\nabla \cdot u^*$ inside the particle, however, both are of comparable magnitude.

3.4. Stokes oscillating plate

Next we study an unsteady problem in order to evaluate the temporal discretization error and how it compares to the modeling error inherent in SPM. To this end, we consider the problem of an infinite plate oscillating in an unbounded fluid. The simulation domain is $[0.1 \times 0.6 \times 0.1]$, where $y \in [0.3]$ is the solid plate modeled by SPM and the fluid flow is in the interval $y \in [3, 6]$. The plate moves with an oscillating velocity $V = (\sin(\omega t), 0, 0)$. The exact solution given in [47] is

$$u_{ex} = \left(e^{-y/\sqrt{2}} \sin(T - Y/\sqrt{2}), 0, 0\right),$$

where $Y = \frac{y-3}{\sqrt{y-3}}$ and $T = \omega t$ for our case. We treat the boundary at $y = 6$ as a Dirichlet boundary using the exact solution; periodicity is imposed along both the $x$- and $z$-directions.

We calculate the $L_2$ error of the streamwise velocity in the domain ($y \in [0, 3]$) at each time step and then calculate the mean error after convergence (to a constant-amplitude sine function in time). Here, we specify the fluid kinematic viscosity as $\nu = 1$ and the oscillating frequency parameter to be $\omega = 1$. SPM simulations are performed on a mesh of 6 non-uniform hexahedral elements with $P = 7$ polynomial order. Different orders ($J_c = 1.2$ or 3) in time integration for solving the intermediate velocity $u^*$ are employed.

From Fig. 9, we see that indeed higher time-integration order $J_c$ leads to smaller errors beyond the optimum time step size where the temporal discretization error dominates over the SPM modeling error. This behavior, in fact, confirms that the
temporal error has two contributions: (1) the SPM modeling error, which is a function of \( v \Delta t \) and \( \xi \), and (2) the discretization error from the time-integration scheme we use for the intermediate velocity field solving Eqs. (13)–(15) and (17); the second error scales as \( (v \Delta t)^{1/2} \) for unsteady problems (see details in [35]). With regards to the effect of the profile thickness \( \xi \), our results suggest that larger thickness \( \xi \) and higher order \( Je \) would lead to larger optimum time step \( (\Delta t)_o \), which is clearly advantageous in production simulations.

4. Flow past complex-shaped particles

So far we have modeled particles with simple shapes but in this section we employ the new general envelopes (Eq. (2)) to model flow past complex-shaped particles. SPM is advantageous in that it does not require complex meshes around the particle surfaces, as the computational domain is the entire domain including particle domains. The way it represents the complex-shaped particles is rather straightforward. As long as we know the surface function of the particles or we have the coordinates of a sufficient number of points on the particle surfaces, we can obtain the concentration field \( \phi \), representing the particles, and then solve the governing equations for the flow. In the following we examine the accuracy of SPM for ellipsoidal and biconcave particles.

4.1. Stokes flow past an ellipsoid

We first study ellipsoidal particles, specifically spheroids. Similar to what we employed for the rotating sphere, here too we use an indicator function utilizing Eq. (2) with

\[
f = 1 - \left( \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} \right), \quad \text{and} \quad \tau = \sqrt[3]{abc}/2,\]

where \( a, b, c \) are the semi-axes of the ellipsoid centered at the origin.

With this concentration function we apply SPM to the problem of Stokes flow past a spheroid (aligned with the flow) between two infinite parallel walls. The simulation domain is \([80.80] \times [-3.3333, 10] \times [-20, 20]\) with \( y = -3.3333 \) and \( y = 10 \) to be the walls. Periodicity is imposed in both \( x \)- and \( z \)-directions. A spheroid with semi-axes of \( a = 2, b = 1 \) and \( c = 1 \) is centered at the origin with its long axis aligned with \( x \)-axis. A uniform pressure gradient of \( \nabla p = (0.06075, 0, 0) \) is applied to drive the flow. Thus, the flow far from the ellipsoid can be modeled as a fully developed Poiseuille flow driven by this pressure gradient, and correspondingly the centerline velocity is \( U_{cl} = 1.35 \). Based on these values, we obtain from Table 7–5.1 in [48] the “exact” drag force \( (F_x)_{exact} = 29.1765 \) for a fixed ellipsoid immersed in an infinite Poiseuille flow. We use this force value as the “exact” drag force to compare against our SPM results on a finite computational domain.

In the SPM simulation we use 4560 rectilinear elements with polynomial order \( P = 3 \), with finer resolution around the spheroid (see Fig. 10). We choose the interface thickness to be \( \xi = 0.1b \).

For comparison, we have also performed both DNS and FCM simulations. In FCM we employed the same mesh as in the SPM simulation (i.e., 4560 elements with \( P = 3 \)), and we computed the hydrodynamic force and torque using a penalty method as in [41]. DNS simulation employs 7168 hexahedral elements with polynomial order \( P = 4 \). The meshes, displaying the elements only, are shown in Fig. 10.

We have summarized the results of our simulations in Table 1. It shows that for this value of \( \xi \), the optimum time step size is around 0.005, which, in fact, is the value expected from the balance of the Stokes layer thickness \( \delta \) and the effective interface thickness \( L_0 \), i.e., \( \delta = 2.76 \sqrt{v(\Delta t)}_o = \delta \) (obtained from the Couette problem). For \( \xi = 0.1b \), we obtain the effective interface thickness in \( x \), \( y \) and \( z \) direction as \( (L_x)_o = 2 \times 0.1529, (L_y)_o = (L_z)_o = 2 \times 0.07645 \). Let us define the total effective
Fig. 10. Flow past an ellipsoid: slices ($z = 0$ plane) of meshes used in the simulations of DNS (top), SPM and FCM (bottom). Due to the symmetry in the streamwise $x$-direction, only half of the domain is shown.

Table 1
Flow past an ellipsoid: hydrodynamic force in streamwise direction $F_x$ and torque in $z$-direction $T_z$. Two different boundary conditions are applied at $x = \pm 80.0$: ‘periodic’ means periodic at both the inlet $x = -80.0$ and the outlet $x = 80.0$; ‘inflow’ means inflow type at the inlet and Neumann type at the outlet.

<table>
<thead>
<tr>
<th></th>
<th>$F_x$</th>
<th>Difference from exact (%)</th>
<th>$T_z$</th>
<th>Difference from DNS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact [48]</td>
<td>29.1765</td>
<td></td>
<td>4.29880</td>
<td></td>
</tr>
<tr>
<td>DNS (periodic)</td>
<td>28.89703</td>
<td>0.958</td>
<td>4.38510</td>
<td>2.01</td>
</tr>
<tr>
<td>FCM (periodic)</td>
<td>29.43436</td>
<td>0.884</td>
<td>4.61497</td>
<td>7.35</td>
</tr>
<tr>
<td>SPM (periodic, $\Delta t=0.003$)</td>
<td>29.90128</td>
<td>2.484</td>
<td>4.28673</td>
<td>0.28</td>
</tr>
<tr>
<td>SPM (periodic, $\Delta t=0.005$)</td>
<td>28.98194</td>
<td>0.667</td>
<td>3.81726</td>
<td>11.20</td>
</tr>
<tr>
<td>SPM (periodic, $\Delta t=0.01$)</td>
<td>27.55520</td>
<td>5.557</td>
<td>3.43283</td>
<td>2.187</td>
</tr>
<tr>
<td>DNS (inflow)</td>
<td>29.61001</td>
<td>1.486</td>
<td>4.31411</td>
<td>0.335</td>
</tr>
<tr>
<td>FCM (inflow)</td>
<td>29.62734</td>
<td>1.545</td>
<td>4.31411</td>
<td>0.335</td>
</tr>
<tr>
<td>SPM (inflow, $\Delta t=0.005$)</td>
<td>29.170</td>
<td>0.022</td>
<td>4.31411</td>
<td>0.335</td>
</tr>
</tbody>
</table>

Fig. 11. Flow past an ellipsoid: Comparison between SPM, FCM and DNS of streamwise velocity ($u$) versus streamwise distance ($x$) along the long axis of the ellipsoid ($x$-axis). In the bottom right a close-up around the spheroid surface is shown.
interface thickness as the geometric mean of all three directions to obtain $l_e = \sqrt[3]{(l_e_x)(l_e_y)(l_e_z)} = 2 \times 0.09632$, and hence $(\Delta t)_0 = \left(\frac{l_e}{2C_0}\right)^2/\nu = 0.00524$, which agrees with the SPM simulation results. Table 1 also shows that the boundary treatment at the inlet and outlet has certain effects in the numerical results.

Next, we compare the SPM results against DNS and FCM results for the same conditions (with periodic boundary treatment) in the pointwise sense, e.g., we compare velocity profiles at different locations, in Figs. 11–13. The results indicate that if we choose the time step wisely and the interface thickness reasonably, SPM resolves the near velocity fields better than FCM while in far-field it is comparable to FCM.

4.2. Flow past a biconcave particle

Biconcave shaped particles resemble red blood cells, so we are interested to assess the accuracy of SPM for flow past a single particle tilted with respect to the flow direction. The concentration function for biconcave is derived from (2) using the surface function $f$ given in [49]:

$$f(x, t) = |x| - (a - b) \sin^\theta + b, \quad \text{and} \quad \tau = 1$$

where $a, b$ are the semi-axes of the biconcave, $\theta$ is the orientation angle as $\theta = \arccos(x_i/|x|)$, and $x_i$ is the projection of $x$ onto the symmetry axis of the biconcave. We simulate the steady Stokes flow past a tilted biconcave particle between two walls.
The simulation domain is $[-6.6] \times [-4.4] \times [-6.6]$, with a particle of $a = 2.22, b = 0.62$ centered at the origin and tilted in the $z$-direction by an angle of $-\pi/4$. Two walls are located at $y = \pm 4$, and periodicity is imposed along the $x$- and $z$-directions. A pressure gradient $\nabla p = (0.05, 0, 0)$ is prescribed to drive the flow. As the biconcave is tilted, both drag force $F_x$ and lift force $F_y$ are expected.

The SPM simulation uses 7200 nonuniform hexahedral elements with fourth-order polynomials, while DNS uses 50941 tetrahedral elements and a polynomial order of $P = 8$; the meshes (elements only) are shown in Fig. 14. Compared to the DNS mesh, the rectilinear mesh for SPM is much simpler and more manageable.

Typical results for velocity profiles at different locations are shown in Figs. 15–17. We could not obtain FCM results for this complex shape so we compare against the DNS results with spectral element method. The agreement is very good and comparable to the simple shaped particle simulations we considered in previous sections.

Fig. 14. Flow past a biconcave particle: slices ($z = 0$ plane) of meshes used in the simulations of DNS (top) and SPM (bottom), for the same computational domain.

Fig. 15. Flow past a biconcave particle: Left: 2D streamlines and concentration function contour in $z = 0$ plane by SPM; Right: comparison between SPM and DNS: streamwise velocity ($u$) versus streamwise distance ($x$) along the center line: $z = 0, y = 0$. 
5. Two interacting spheres

We employ SPM to study the pairwise interaction between two spheres rising in a vertical channel at low Reynolds number. We check if the SPM simulation can reproduce the drafting–kissing–tumbling (DKT) scenario observed in the experiments [50,51]. The numerical results are compared with both the experimental and FCM results presented in [52].

The experimental setup was a vertical channel of \(0.150 \times | -5.5 | \times | -50, 50| \) (all in mms). The channel was filled with a mixture of glycerol and water with density \(\rho_f = 1.094 \text{ g/cm}^3\). Two spheres with radius \(a = 1 \text{ mm}\) and density...
$\rho_p = 1.081 \text{ g/cm}^3$ were introduced into the channel through small holes in the bottom, as in the third set of experiment in Table 1 of [52]. Hence, the particles were rising under the composition of the gravity and buoyant force $F = (\rho_p - \rho_f)(4\pi a^3/3)g$. Based on the Stokes settling velocity, the Reynolds number was about 13.5.

The simulation domain for SPM is $[0, 40] \times [-5.5, 10.10]$ (all in mms), with periodic boundaries in $x$- and $z$-direction, and two walls at $y = \pm 5$. The two spheres are initially placed at $(18.65, -1.03, 1.13)$ and $(27.2, 0.1, 0.655)$, and they are driven by the force $\mathbf{F}$. To discretize the domain, 6400 hexahedral elements with fifth-order polynomials are used. We choose $n = 0.1a$ for the concentration function of Eq. (2), and the optimum time step $(\Delta t)_o$ from $\delta = k_e$ is used in the time integration.

The particle trajectories from the SPM simulation are shown in Fig. 18, with comparison against the experimental and FCM data. Fig. 18 indicates that SPM reproduces the DKT process and yields satisfactory agreement with the experimental and FCM data, despite the fact that we could not obtain exactly the same initial conditions as in the experiment or FCM simulation and also the simulation domain is somewhat different.

6. Summary and discussion

In this paper, we have reviewed and analyzed a new computational method for particulate flows, the Smoothed Profile method (SPM). We extended the original fully-explicit time-integration scheme to a semi-implicit high-order splitting scheme and implemented it with a spectral/hp element discretization in space. We showed that the modeling error of SPM has a non-monotonic dependence on time step size, with the optimum time step $(\Delta t)_o$ from $\delta = k_e$ is used in the time integration.

Besides its accuracy, SPM is also a fast method for modeling particulate flows. Our numerical results show that compared to DNS, SPM is generally much less expensive, since SPM avoids complicated discretizations around the particles, and hence it can reduce computational complexity significantly, especially for complex-shaped particles. Moreover, SPM is advantageous for simulating flows involving moving particles, whereas ALE-based methods require frequent re-meshing. When compared to another fast method FCM, SPM is about 50% more expensive if the same computational meshes are used, as SPM needs to solve the extra equations (Eqs. (21a) and (22)). Also, SPM requires slightly higher spatial resolution than FCM, since it adopts a sharper interface representation (tanh function) instead of the Gaussian envelope used by FCM. Typically, taking the grid spacing $\Delta x$ around the particle surface to scale as the interface thickness parameter $\zeta$, i.e. $\Delta x \sim \zeta$, would resolve the interface sufficiently. This extra work of SPM is a trade-off for better near-field resolution (thus advantageous for dense concentration particulate flow) and also for greater flexibility in modeling complex-shaped particles than FCM.
Although in the previous papers SPM has only been applied to zero and low Reynolds number flow problems \((Re < 20)\), extensions to moderate and high Reynolds number flows are feasible. For higher Reynolds number flow, both the Stokes layer thickness \((\delta \sim 2.76 \sqrt{\nuAR})\) and the boundary layer thickness \((\delta_{bl} \sim \nu / \sqrt{Re})\) become thinner. For best modeling accuracy, we need to choose a time step close to the optimum size \((\Delta t_0)\) which balances the effective interface thickness \((\delta_e \approx 2.07\delta)\) and the Stokes layer thickness \((\delta)\), i.e., \(\delta_e = \delta\) as stated in subSection 3.1. In addition, we need to make sure that the smooth interface adequately resolves the boundary layer (i.e., \(\delta_e < \delta_{bl}\)), which is usually automatically satisfied in our simulations if the optimum time step \((\Delta t_0)\) is used and it is below the CFL limit. Our SPM simulation results for moderate Reynolds number flow around a 2D circular cylinder reveal good agreement with the experimental results of Hammache et al. [53]; e.g., the relative error in the Strouhal number is about 2.2% and 0.9%, respectively, for \(Re = 100\) and 150. Also, the SPM results of velocity profiles averaged over one Strouhal period (not shown here for brevity) at different locations are in excellent agreement with the DNS results for \(Re = 100 \sim 200\).

SPM can be readily extended to many interacting particles as suggested by our simulations of two particles. However, a proper contact force model is required to prevent the particles from overlapping. Furthermore, SPM is a good candidate for multiscale modeling of colloidal suspensions, and the initial results in [54] based on a similar modeling method are encouraging.
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