A high order moving boundary treatment for convection-diffusion equations
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Abstract

In this paper, a new type of inverse Lax-Wendroff boundary treatment is designed for high order finite difference schemes for solving general convection-diffusion equations on time-varying domain. This new method can achieve high order accuracy on Dirichlet boundary conditions with moving boundary. To ensure stability of the boundary treatment, we give a convex combination of the boundary treatments for the diffusion-dominated and the convection-dominated cases. A group convex combination of weights is carefully designed to avoid zero denominator, resulting in a unified algorithm for pure convection, convection-dominated, convection-diffusion, diffusion-dominated and pure diffusion cases. In order to match the time levels when constructing values of ghost points in the two intermediate stages of the third order Runge-Kutta method, we propose a new approximation to the mixed derivatives at the boundaries to ensure high order accuracy and to improve computational efficiency. In particular, we extend the boundary treatment to the compressible Navier-Stokes equations, which satisfies the isothermal no-slip wall boundary condition at any Reynolds number. We provide numerical tests for one- and two-dimensional problems involving both scalar equations and systems, demonstrating that our boundary treatment is high order accurate for problems with smooth solutions and also performs well for problems involving interactions between viscous shocks and moving rigid bodies.
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1 Introduction

In this paper, we develop a high order accurate numerical boundary treatment based on finite difference methods for convection-diffusion equations on complex moving domain. For such complex geometries, there are two main difficulties for numerical boundary conditions: one is the wide stencil of the high order finite difference operator, which requires special treatment for a few ghost points near the boundary. The other one is that the physical boundary may not coincide with grid points in a Cartesian mesh and may intersect with the mesh in an arbitrary fashion, then the so-called “cut-cell” problem [2] may arise, which means that extremely small CFL condition may be required when the first grid point does not coincide with but is very close to the physical boundary. The body-fitted grid method can be very accurate for the treatment of boundary conditions in complex geometries. However, dealing with a moving domain, the mesh needs to be computed and regenerated at each time step, resulting in a heavy workload. For a non-body fitted Cartesian (Eulerian) mesh, there are many carefully designed methods, such as the embedded boundary method [9, 10, 8, 17, 21, 1], and the immersed boundary method [18, 16, 19, 26, 28].

In this paper, we will focus on the so-called inverse Lax-Wendroff (ILW) method. This method was first proposed by Tan and Shu in [22] to deal with the inflow boundary conditions when solving time-dependent hyperbolic conservation laws. The key idea of the ILW method is repeatedly utilizing the partial differential equations (PDEs) to write the normal spatial derivatives to the inflow boundary in terms of the time and tangential derivatives of the given boundary condition. At outflow boundaries, a weighted essentially non-oscillatory (WENO) type extrapolation was designed for the case of shock waves being close to the boundaries. Then, with these normal derivatives, ghost point values near the physical boundary can be obtained through Taylor expansions. Due to the heavy algebra of the ILW procedure for high dimensional nonlinear systems, [25] developed a simplified ILW (SILW) procedure to reduce the computation complexity,
in which the ILW process is only used for the first few normal derivatives and the less expensive high order extrapolation is used for the remaining ones. Stability analysis for both the ILW and the simplified ILW procedures is given in [27, 11], indicating that the ILW and the simplified ILW procedure can remove the “cut cell” problem effectively. Recently, [5] modified the numerical fluxes near boundaries to achieve mass conservation in non-rectangular domains, and [15] defined the unknown variables and the fluxes on the ghost points separately such that it can deal with hyperbolic conservation laws with changing wind direction on the boundary. Besides, this procedure and analysis have been explored and developed further to other equations, such as the Boltzmann type equation [6] and convection-diffusion equations [14, 12, 13]. This (S)ILW procedure can be extended to solve the compressible inviscid Euler equations on the moving geometries [23, 4]. In this paper, we would like to design numerical boundary conditions for convection-diffusion equations on a time-varying domain.

We will follow the idea in [14], in which a careful convex combination of the boundary treatments for the diffusion-dominated and the convection-dominated cases was proposed to obtain a stable and accurate boundary condition for high order finite difference schemes when applied to convection-diffusion equations on the static domain, regardless of the regimes. When extending it to the time-varying domain in this paper, there are two underlying issues. Firstly, since conditions are defined on the moving boundaries, we should use material derivatives in the ILW procedure instead of Eulerian time derivatives as in [14]. Secondly, in coupling with third order Runge-Kutta time discretization, special treatment for boundary values in the two intermediate stages is required to ensure high order accuracy. Moreover, we attempt to give new combination weights to avoid zero denominator, such that the method can be used to deal with all the cases from and including pure convection equations to and including pure diffusion equations.

This paper is organized as follows. In Section 2, we first illustrate our idea by developing our inverse Lax-Wendroff method for one-dimensional scalar convection-diffusion
equations with Dirichlet boundary conditions on moving boundaries. We then generalize it to one-dimensional systems and two-dimensional problems. In Section 3, we will apply our method to simulate the interactions between shocks and moving rigid bodies with complex geometries. Numerical results are given in Section 4 to demonstrate the effectiveness and robustness of our approach. Concluding remarks are given in Section 5.

2 Scheme formulation

We consider a convection-diffusion equation, which can be written in the following form:

\[ U_t = L(U), \quad \text{in } \Omega(t), \]  

(2.1)

where, \( L \) is a spatial operator involving convection terms and diffusion terms, and \( \Omega(t) \) is the time-varying domain. We use the idea of method of lines with a high-order spatial discretization operator \( L_h \) (in our later computation, we use upwind spatial discretization such as the finite difference WENO [7] scheme for the convection terms and high-order central difference for the diffusion terms), which can approximate the original partial differential equations into the following semi-discrete ODE:

\[ U_t = L_h(U). \]  

(2.2)

We use the following third order total variation diminishing (TVD) Runge-Kutta (RK) method [20] to discretize (2.2):

\[
\begin{align*}
U^{(1)} &= U^n + \Delta t L_h(U^n), \\
U^{(2)} &= \frac{3}{4} U^n + \frac{1}{4} U^{(1)} + \frac{1}{4} \Delta t L_h(U^{(1)}), \\
U^{n+1} &= \frac{1}{3} U^n + \frac{2}{3} U^{(2)} + \frac{2}{3} \Delta t L_h(U^{(2)}).
\end{align*}
\]  

(2.3)

We consider the initial-boundary problems with moving Dirichlet boundary conditions. The remaining issue is only the numerical treatment of boundary conditions. Because a high order finite difference operator with a wide stencil needs special treatment for some ghost points near the boundary, we will design an algorithm to use the
information of the partial differential equations and boundary conditions to define the values of the ghost points.

Notice that, when we update values of the interior points from time level $t_n$ to time level $t_{n+1}$ with (2.3), there may be some points inside the domain $\Omega(t_{n+1})$ but outside $\Omega(t_n)$. We call these points “newly emerging points”. As in [23], there is no need for any special treatment for these points. We only need to construct one more ghost point in each direction at time level $t_n$ and restrict the time step $\Delta t$ to make sure that the moving domain $\Omega(t)$ travels at most one grid from time level $t_n$ to $t_{n+1}$.

In this section, we will begin with the one-dimensional convection-diffusion equations to illustrate the moving boundary treatment, and then extend the algorithm to two-dimensional systems.

### 2.1 One-dimensional scalar convection-diffusion equations with moving boundaries

We consider the following one-dimensional scalar convection-diffusion equation:

\[
\begin{aligned}
&u_t + f(u)_x = \epsilon u_{xx}, \quad x \in \Omega(t) = (a(t), b(t)), \quad t > 0, \\
&u(a(t), t) = g_l(t), \quad t > 0, \\
&u(b(t), t) = g_r(t), \quad t > 0, \\
&u(x, 0) = u_0(x), \quad x \in \Omega(t),
\end{aligned}
\]  
(2.4)

where $\epsilon > 0$ is a constant.

Assume the domain is divided by the uniform mesh at time level $t_n$

\[
x_{-2} < x_{-1} < a(t_n) < x_0 < \cdots < x_N < b(t_n) < x_{N+1} < x_{N+2},
\]  
(2.5)

with mesh size $\Delta x$. Notice that the physical boundary $x = a(t_n)$ and $x = b(t_n)$ may not coincide with the grid points. We take $\{x_0, x_1, \cdots, x_N\}$ as our interior points. At the interior grid point $x_j$, we have following semi-discrete approximation of (2.4)

\[
\frac{d}{dt} u_j(t) + \frac{1}{\Delta x} \left( \hat{f}_{j+1/2} - \hat{f}_{j-1/2} \right) = \text{diff}_{j}, \quad j = 0, \ldots, N.
\]  
(2.6)
Here, $u_j$ is the numerical approximation to the exact solution $u$ at the grid point $(x_j, t)$. The numerical flux $\hat{f}_{j+1/2}$ can be obtained by any reasonable finite difference scheme, such as the third order finite difference WENO reconstruction [7]. This scheme requires a five-point stencil at each point. The right-hand term $diff_j$ is a fourth order center difference discretization of the diffusion term,

$$diff_j = \frac{\epsilon}{12\Delta x^2}(-u_{j-2} + 16u_{j-1} - 30u_j + 16u_{j+1} - u_{j+2}).$$

Hence, up to two ghost points are needed near the boundaries.

Here, we choose the left moving boundary $x = a(t_n)$ as an example and concentrate on how to define the values at the ghost points $\{x_{-2}, x_{-1}\}$. To construct values of the ghost points at time level $t_n$, we use a third order Taylor expansion

$$u_j = u^{*(0)} + (x_j - a(t_n))u^{*(1)} + \frac{(x_j - a(t_n))^2}{2}u^{*(2)}, \quad j = -2, -1, \quad (2.7)$$

where, $u^{*(k)}$ is the numerical approximation of the $k$-th spatial derivative of $u$ at the left boundary $\partial_x u|_{(x=a(t_n), t=t_n)}$ with suitable order of accuracy. Given the PDE and the boundary condition (2.4), it is straightforward to define the point value as

$$u^{*(0)} = u(a(t_n), t_n) = g_l(t_n). \quad (2.8)$$

However, the derivative values can not be obtained directly.

To ensure the stability of the boundary scheme, [14] pointed out that, for the convection-diffusion equation with fixed boundaries, the approximation of the spatial derivatives on the boundary should be a convex combination of those obtained for the convection-dominated case and for the diffusion-dominated case.

Following this line and turning to our moving boundary case, to obtain the derivative values, there are two possible numerical methods. One way to obtain approximations to these spatial derivatives at the boundary is through the traditional Lagrangian or WENO extrapolation [22, 25, 15] from interior points with suitable order of accuracy. We use the subscript “ext” to denote derivatives obtained through the extrapolation.
procedure. The other way is the so-called inverse Lax-Wendroff (ILW) procedure, that spatial derivatives are obtained from the given boundary condition and the PDE by converting the spatial derivative into the time derivatives:

\[ g_l'(t) = \frac{D}{Dt}u(a(t), t) = u_t + a'(t)u_x = (a'(t) - f'(u))u_x + \epsilon u_{xx}. \] 

(2.9)

Notice that the function \( g_l(t) \) is defined on the moving boundary, hence we employ the material derivative instead of the Eulerian time derivative as in [14]. We use the subscript “ilw” to denote derivatives obtained through the ILW procedure.

To describe the construction of \( u^*(1) \) and \( u^*(2) \), we start with two extreme cases:

Case 1. \( a'(t) - f'(g_l(t)) = 0 \). For this case, we can only obtain the second order spatial derivative \( u_{xx} = \frac{g_l'(t_n)}{\epsilon} \), and denote this as the \( u^*_{ilw} \). The first order spatial derivative has to come from the extrapolation \( u^*_{ext} \).

Case 2. \( \epsilon = 0 \), i.e., pure convection. If \( a'(t) - f'(g_l(t)) > 0 \), the left boundary is an outflow boundary, we can use extrapolation to define \( u^*(k) \) from interior points with suitable order of accuracy. If \( a'(t) - f'(g_l(t)) \leq 0 \), the left boundary is an inflow boundary. Then the boundary condition \( u(a(t), t) = g_l(t) \) should be imposed to ensure the well-posedness. Thus,

\[ u^*(1) = \frac{g_l'(t_n)}{a'(t_n) - f'(g_l(t_n))}. \] 

(2.10)

Again, we can obtain \( u^*(2) \) in terms of time derivatives through repeatedly using the PDE. This is the key idea of the inverse Lax-Wendroff procedure. In particular, [11] proved that, if only the solution and first order spatial derivative are obtained via the ILW procedure, and \( u^*(2) \) is obtained from extrapolation directly, the third order scheme is linearly stable. Hence, the algorithm would be simpler and more efficient. This is the so-called simplified ILW (SILW) method proposed in [24].

In the general case when \( a'(t) - f'(g_l(t)) \neq 0 \) and \( \epsilon \neq 0 \), the first derivative and the second derivative are coupled in (2.9). There are two ways to construct the derivatives.
One is obtaining the second order spatial derivative by extrapolation and then obtaining the first order spatial derivative through the ILW procedure based on (2.9):

\[
u^{* (1)}_{ilw} = \begin{cases} u^{* (1)}_{ext}, & f'(g(t_n)) - a'(t_n) \leq 0, \\ -\frac{g'_l(t_n) - \epsilon u^{* (2)}_{ext}}{f'(g(t_n)) - a'(t_n)}, & f'(g(t_n)) - a'(t_n) > 0. \end{cases}
\] (2.11)

This will degenerate to the SILW for the case 2 as \(\epsilon = 0\). Thus it is expected to work in the convection-dominated regime. Alternately, we may obtain the first order spatial derivative by extrapolation, then obtain the second order spatial derivative through the ILW procedure

\[
u^{* (2)}_{ilw} = \frac{g'_l(t) + (f'(g(t)) - a'(t)) \cdot u^{* (1)}_{ext}}{\epsilon}. \] (2.12)

This is similar to what we would do for the case 1 and therefore is expected to work in the diffusion-dominated regime.

Following this line and turning to our moving boundary case, the approximation of the spatial derivatives \(u^{* (0)}, u^{* (1)}\) and \(u^{* (2)}\) can be respectively defined as

\[
u^{* (1)} = \omega_1 \cdot \nu^{* (1)}_{ilw} + \omega_2 \cdot \nu^{* (1)}_{ext},
\nu^{* (2)} = \omega_1 \cdot \nu^{* (2)}_{ext} + \omega_2 \cdot \nu^{* (2)}_{ilw}, \] (2.13)

with the weights

\[
\omega_1 = \frac{(f'(g(t_n)) - a'(t_n))^2 \Delta x^2}{(f'(g(t_n)) - a'(t_n))^2 \Delta x^2 + 9\epsilon^2},
\omega_2 = 1 - \omega_1 = \frac{9\epsilon^2}{(f'(g(t_n)) - a'(t_n))^2 \Delta x^2 + 9\epsilon^2}. \] (2.14)

Notice that, if \(f'(g(t_n)) - a'(t_n)\) or \(\epsilon\) is close to 0, the computation of (2.11) or (2.12) may produce large rounding error or may even blow up. Hence, we replace the term \(\omega_1 \cdot \nu^{* (1)}_{ilw}\) in (2.13) by

\[
\omega_1 \cdot \nu^{* (1)}_{ilw} = -\frac{(f'(g(t_n)) - a'(t_n))\Delta x^2}{(f'(g(t_n)) - a'(t_n))^2 \Delta x^2 + 9\epsilon^2} \left(g'_l(t_n) - \epsilon u^{* (2)}_{ext}\right), \] (2.15)

for the case \(f'(g(t_n)) - a'(t_n) > 0\). Also \(\omega_2 \cdot \nu^{* (2)}_{ilw}\) can be replaced by:

\[
\omega_2 \cdot \nu^{* (2)}_{ilw} = \frac{9\epsilon}{(f'(g(t_n)) - a'(t_n))^2 \Delta x^2 + 9\epsilon^2} \left(g'_l(t_n) + (f'(g(t_n)) - a'(t_n))u^{* (1)}_{ext}\right). \] (2.16)
If \( f'(g(t_n)) - a'(t_n) \) and \( \epsilon \) are both close to 0, the computation of the weights (2.14) may produce large rounding error as well. To avoid zero denominator, we change the combination and weights as follows:

\[
\begin{align*}
    u^*(1) &= \omega_1^{(1)} \cdot u_{ilw}^*(1) + \omega_2^{(1)} \cdot u_{ext}^*(1), \\
    u^*(2) &= \omega_1^{(2)} \cdot u_{ilw}^*(2) + \omega_2^{(2)} \cdot u_{ext}^*(2),
\end{align*}
\]

where

\[
\begin{align*}
    \omega_1^{(1)} &= \frac{(f'(g(t_n)) - a'(t_n))^2 \Delta x^2}{(f'(g(t_n)) - a'(t_n))^2 \Delta x^2 + (3\epsilon + \mu)^2}, & \omega_2^{(1)} &= 1 - \omega_1^{(1)}, \\
    \omega_2^{(2)} &= \frac{9\epsilon^2}{(f'(g(t_n)) - a'(t_n) + \mu)^2 \Delta x^2 + 9\epsilon^2}, & \omega_1^{(2)} &= 1 - \omega_2^{(2)}.
\end{align*}
\]

Here, \( \mu \) is a small positive number and we set \( \mu = 10^{-6} \) in our later computation. When \( \mu = 0 \), the weights (2.18) will recover those in (2.14). Correspondingly, denominators in (2.15) and (2.16) should be changed as well. As a consequence, our method can be applied to solve the pure convection equations and pure diffusion equations, and everything in between. This will be verified numerically in Section 4.

Notice that the boundary scheme we have described above is just for the time level \( t_n \). For the third-order TVD RK method (2.3), we need to go through two intermediate stages \( t^{(1)} \) and \( t^{(2)} \). In particular, boundary conditions at the intermediate stages are necessary. In [3], the authors pointed out that the boundary conditions should be imposed as follows to maintain the third order accuracy for the fixed boundary case, i.e., \( a(t) = \text{const} \),

\[
\begin{align*}
    u^n &\sim u(a, t_n), \\
    u^{(1)} &\sim u(a, t_n) + \Delta t u_t(a, t_n), \\
    u^{(2)} &\sim u(a, t_n) + \frac{\Delta t}{2} u_t(a, t_n) + \frac{\Delta t^2}{4} u_{ttt}(a, t_n).
\end{align*}
\]

Actually, on the fixed boundary we have that \( u = g_l, u_t = g'_l \) and \( u_{tt} = g''_l \). For the moving boundary, we will follow the idea mentioned in [23] to treat the boundary as “fixed” at \( x = a(t_n) \) on each stage of the RK method, and use the ILW procedure on this fixed boundary to obtain the ghost point values. Therefore, we need to construct second and first order approximations of \( u_t(a(t_n), t_n) \) and \( u_{tt}(a(t_n), t_n) \), respectively. After that,
we can obtain the point values on $x = a(t_n)$ at intermediate stages $t^{(1)}$ and $t^{(2)}$ via the equations (2.19).

Given the Dirichlet boundary condition and its time derivative (2.9), we can easily have that

$$u(a(t_n), t) = g_l(t_n), \quad \text{and} \quad u_t(a(t_n), t_n) = g'_l(t_n) - a'(t_n)u_x(a(t_n), t_n).$$  \hfill (2.20)

Here, $u_x(a(t_n), t_n)$ can be replaced by $u^{(1)}$ obtained via the combination (2.17). To obtain $u_{tt}(a(t_n), t_n)$, we need to take second order derivative to $g_l(t)$ and have,

$$u_{tt}(a(t_n), t_n) = g''_l(t_n) - a''(t_n) \cdot u_x(a(t_n), t_n) - (a'(t_n))^2 \cdot u_{xx}(a(t_n), t_n) - 2a'(t_n) \cdot u_{tx}(a(t_n), t_n),$$ \hfill (2.21)

where $u_{xx}(a(t_n), t_n)$ can be replaced by $u^{(2)}$ obtained via (2.17). However, the mixed derivative $u_{tx}(a(t_n), t_n)$ is not known yet. Following the idea in [23], we can get $u_{tx}(a(t_n), t_n)$ through a standard Lax-Wendroff procedure. Using the PDE repeatedly, we can have that

$$u_{tx} = -f'(u)u_{xx} - f''(u)(u_x)^2 + \epsilon u_{xxx},$$

and all the terms in this equation have been obtained by the ILW procedure or extrapolation at time level $t_n$. However, the formula would be very complicated, especially for high-dimensional systems. Notice that the time derivative $(u_t)_j$ at time $t = t_n$ and at every interior point is already known in the first stage of the RK method. Hence, $u_{tx}$ can be obtained by the spatial extrapolation on $(u_t)_j$. Because we only require $u_{tx}$ to have first order accuracy, we only need to construct a linear polynomial extrapolation, which is much easier.

Here we summarize our algorithm. Our goal is to impose values of ghost points $\{x_{-2}, x_{-1}\}$ at time level $t_n$ and the two intermediate RK stages.

For time level $t_n$:

Step 1. Get the point value on the boundary $u^{*(0)}$ based on the given boundary condition.
(2.8). Make a convex combination of the derivatives to compute $u^*(1)$ and $u^*(2)$ via (2.17).

Step 2. Use the third order Taylor expansion (2.7) at the left boundary to get the values at the ghost points $\{x_{-1}, x_{-2}\}$.

For the first and second intermediate RK stages:

Step 3. Use (2.20) to get $u(a(t_n, t_n))$ and $u_t(a(t_n, t_n))$. Use a linear polynomial extrapolation to get $u_{tx}(a(t_n, t_n))$, and $u_{tt}(a(t_n, t_n))$ can be obtained via (2.21). Then, modify the boundary conditions at the intermediate stages $t^{(1)}$ and $t^{(2)}$ through equations (2.19)

Step 4. Do Steps 1 and 2 at the intermediate stages $t^{(1)}$ and $t^{(2)}$.

### 2.2 One-dimensional convection-diffusion system with moving boundaries

We consider the one-dimensional system:

\[
\begin{align*}
\begin{cases}
U_t + A(U)U_x &= B(U)U_{xx} + S(U), \quad x \in \Omega(t) = (a(t), b(t)), \ t > 0, \\
U(a(t), t) &= G_l(t), \quad t > 0, \\
U(b(t), t) &= G_r(t), \quad t > 0, \\
U(x, 0) &= U_0(x), \quad x \in \Omega(t) = (a(t), b(t)), 
\end{cases}
\end{align*}
\]

(2.22)

where, $U = (U_1, U_2, ..., U_m)^T$, $S = S(U)$ is the source term, $A(U)$ and $B(U)$ are diagonalizable matrices satisfying

\[
A(U) = L^{-1}(U)\Lambda(U)L(U), \quad B(U) = C(U)^{-1}D(U)C(U).
\]

Here, $\Lambda(U) = \text{diag}\{\lambda_i(U)\}_{i=1}^m$, $D(U) = \text{diag}\{\epsilon_i(U)\}_{i=1}^m$ with $\epsilon_i(U) \geq 0$, and

\[
L(U) = \begin{pmatrix} l_1(U) \\ l_2(U) \\ \vdots \\ l_m(U) \end{pmatrix}, \quad C(U) = \begin{pmatrix} c_1(U) \\ c_2(U) \\ \vdots \\ c_m(U) \end{pmatrix}.
\]

(2.23)
As before, we take the left boundary \( x = a(t) \) as an example to describe our boundary treatment. Similar as in the scalar case, to get a third order boundary scheme, we can use a third order Taylor expansion to define the values at ghost points near the left boundary \( x = a(t_{n}) \) as follows:

\[
U_{j} = U^{*}(0) + (x_{j} - a(t_{n}))U^{*}(1) + \frac{(x_{j} - a(t_{n}))^{2}}{2}U^{*}(2), \quad j = -2, -1, \tag{2.24}
\]

and the spatial derivatives \( U^{*}(k) \) approximate \( \partial_{x}^{k}U|_{x=a(t_{n}),t=t_{n}} \) with \( (3 - k) \)-th order accuracy, respectively. Here, we describe the construction of \( U^{*}(0), U^{*}(1) \) and \( U^{*}(2) \) at time level \( t_{n} \) sequentially.

For \( U^{*}(0) \), we can directly obtain its value from the boundary condition

\[
U^{*}(0) = G_{l}(t_{n}).
\]

For \( U^{*}(1) \), we will treat the system as convection-dominated to construct the first derivative via the ILW procedure. At first, we perform a characteristic decomposition on the boundary \( x = a(t_{n}) \), and look at the characteristic variables \( V = L(U^{*}(0))U \). Then the equation (2.22) becomes

\[
V_{t} + \Lambda(U^{*}(0))V_{x} = RHS^{V} = L(U^{*}(0)) \left( B(U^{*}(0))U_{xx} + S(U^{*}(0)) \right).	ag{2.25}
\]

Taking the time derivative on the boundary condition, we have

\[
V_{t}|_{x=a(t_{n}),t=t_{n}} = L(U^{*}(0))G_{l}'(t_{n}) - a'(t_{n})V_{x}.
\]

Combining these two equations, we can obtain that

\[
L(U^{*}(0))G_{l}'(t_{n}) + (\Lambda(U^{*}(0)) - a'(t_{n})I)V_{x} = RHS^{V}, \tag{2.26}
\]

where \( I \) is the identity matrix. We will look at each component of \( V \),

\[
1_{i}(U^{*}(0)) \cdot G_{l}'(t_{n}) + (\lambda_{i}(U^{*}(0)) - a'(t_{n}))(V_{i})_{x} = RHS_{i}^{V} \quad i = 1, ..., m. \tag{2.27}
\]

Then, we apply the scalar boundary treatment to construct the corresponding point value and spatial derivatives at \( x = a(t_{n}) \). As before, a convex combination of the terms
\((V_i)_{ilw}^*\) and \((V_i)_{ext}^*\) is designed to ensure the stability of our boundary treatment:

\[
(V_i)^{*}(1) = (\omega_i)_{ilw}^{(1)} \cdot (V_i)^{*(1)}_{ilw} + (\omega_i)_{ext}^{(1)} \cdot (V_i)^{*(1)}_{ext}, \quad i = 1, ..., m.
\] (2.28)

In order to offset the possible zero in the denominator, we set the weights of the combination as

\[
(\omega_i)_{ilw}^{(1)} = \frac{\left(\lambda_i(U^{*}(0)) - a'(t_n)\right)^2 \Delta x^2}{\left(\lambda_i(U^{*}(0)) - a'(t)\right)^2 \Delta x^2 + (3\epsilon + \mu)^2},
\]

\[
(\omega_i)_{ext}^{(1)} = 1 - (\omega_i)_{ilw}^{(1)} = \frac{(3\epsilon + \mu)^2}{\left(\lambda_i(U^{*}(0)) - a'(t)\right)^2 \Delta x^2 + (3\epsilon + \mu)^2},
\]

where \(\epsilon = \max_i \{\epsilon_i(U^{*}(0))\}\) and \(\mu = 10^{-6}\). To construct \((V_i)^{*}(1)_{ilw}\), as before, for the incoming variable, we use equation (2.27) to get its first derivative, and for outgoing variable, an extrapolation is used. More specifically, we set

\[
(\omega_i)_{ilw}^{(1)} \cdot (V_i)^{*(1)}_{ilw} = (\omega_i)_{ilw}^{(1)} \cdot (V_i)^{*(1)}_{ilw}
\] (2.30a)

for \(\lambda_i(U^{*}(0)) - a'(t_n) \leq 0\), and

\[
(\omega_i)_{ilw}^{(1)} \cdot (V_i)^{*(1)}_{ilw} = \frac{\left(\lambda_i(U^{*}(0)) - a'(t_n)\right) \Delta x^2}{\left(\lambda_i(U^{*}(0)) - a'(t_n)\right)^2 \Delta x^2 + (3\epsilon + \mu)^2} \left(-I_i(U^{*}(0)) \cdot G'_l(t_n) + RHS^{V}\right),
\] (2.30b)

for \(\lambda_i(U^{*}(0)) - a'(t_n) > 0\). Once we get \(V^{*(1)}\), we transform back into physical space by

\[
U^{*(1)} = L^{-1}(U^{*}(0))V^{*(1)}.
\]

As for \(U^{*(2)}\), let \(W = C(U^{*}(0))U\) and construct the second derivative via the ILW procedure. The original system (2.22) can be rewritten as

\[
W_t - D(U^{*}(0))W_{xx} = RHS^W = C(U^{*}(0))[S(U^{*}(0)) - A(U^{*}(0))U_x]
\] (2.31)

near the boundary. Taking the time derivative on the boundary condition, we have

\[
W_t = C(U^{*}(0))G'_l(t_n) - a'(t_n)W_x
\] (2.32)

Combining (2.31) and (2.32), we can obtain that

\[
D(U^{*}(0))W_{xx} = C(U^{*}(0))G'_l(t_n) - a'(t_n)W_x - RHS^W,
\] (2.33)
We now consider the two-dimensional convection-diffusion system

\[ (W_i)^{(2)} = (\omega_i)^{(2)}_{ilw} \cdot (W_i)^{(2)}_{ilw} + (\omega_i)^{(2)}_{ext} \cdot (W_i)^{(2)}_{ext}, \quad i = 1, \ldots, m, \]  

(2.34)

with the weights

\[
\begin{align*}
(\omega_i)^{(2)}_{ilw} &= \frac{9\epsilon_i^2(U^{*(0)})}{(\alpha + \mu)^2 \Delta x^2 + 9\epsilon_i^2(U^{*(0)})}, \\
(\omega_i)^{(2)}_{ext} &= 1 - (\omega_i)^{(2)}_{ilw} = \frac{(\alpha + \mu)^2 \Delta x^2}{(\alpha + \mu)^2 \Delta x^2 + 9\epsilon_i^2(U^{*(0)})}. 
\end{align*}
\]

(2.35)

Here, \( \alpha = \max \{|\lambda_i(U^{*(0)}) - a'(t_n)|\} \). The previous technique is applied when we compute \((\omega_i)^{(2)}_{ilw}, (W_i)^{(2)}_{ilw}\), which can be written as:

\[
(\omega_i)^{(2)}_{ilw} \cdot (W_i)^{(2)}_{ilw} = \frac{9\epsilon_i(U^{*(0)})}{(\alpha + \mu)^2 \Delta x^2 + 9\epsilon_i(U^{*(0)})^2} \left( c_i(U^{*(0)}) \cdot G_i(t_n) - a'(t_n)(W_i)^{(1)}_{ext} - RHS_{i}^{W} \right).
\]

(2.36)

Finally, we transform back and obtain

\[ U^{*(2)} = C^{-1}U^{*(0)}W^{*(2)}. \]

(2.37)

### 2.3 Two-dimensional convection-diffusion system with moving boundaries

We now consider the two-dimensional convection-diffusion system

\[
\begin{cases}
U_t + A_1 U_x + A_2 U_y = B_1 U_{xx} + B_2 U_{xy} + B_3 U_{yy} + S, \quad (x, y) \in \Omega(t), \quad t > 0 \\
U(x, y, t) = G(x, y, t), \quad (x, y) \in \partial \Omega(t), \quad t > 0,
\end{cases}
\]

(2.38)

where, \( U = (U_1, U_2, \ldots, U_m)^T \), \( S = S(U) \) is the source term, \( A_1 = A_1(U), A_2 = A_2(U), B_1 = B_1(U), B_2 = B_2(U) \) and \( B_3 = B_3(U) \) are matrices related to \( U \). In particular, when \( m = 1 \), it is a scalar equation. We assume the convection term \( A_1 U_x + A_2 U_y \) makes the system \( U_t + A_1 U_x + A_2 U_y = 0 \) to be strongly hyperbolic and the diffusion term \( B_1 U_{xx} + B_2 U_{xy} + B_3 U_{yy} \) makes the system \( U_t = B_1 U_{xx} + B_2 U_{xy} + B_3 U_{yy} \) to be parabolic.
As before, we use a high order finite difference method to discrete spatial derivatives of (2.38) on a fixed Cartesian mesh \((x_i, y_j)\) with uniform mesh sizes \(\Delta x\) and \(\Delta y\) in each direction for all time. Ghost points may be needed near the boundary \(\partial \Omega(t)\). Hence, we need to design a method to define their values.

At time level \(t_n\), assume \(P_{ij} = (x_i, y_j)\) is a ghost point near the boundary. At first, we find its pedal \(P_a \in \partial \Omega(t_n)\), so that the normal \(n\) at \(P_a\) goes through \(P_{ij}\), as shown in Figure 1. Assume the normal vector \(n = (\cos \alpha, \sin \alpha)^T\). In order to simplify the algorithm, we perform the following local coordinate rotation transformation at \(P_a\) by

\[
\begin{pmatrix}
\hat{x} \\
\hat{y}
\end{pmatrix} =
\begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}.
\]

In this new coordinate system, the system (2.38) can be rewritten as follows:

\[
U_t + \hat{A}_1(U)U_{\hat{x}} + \hat{A}_2(U)U_{\hat{y}} = \hat{B}_1(U)U_{\hat{xx}} + \hat{B}_2(U)U_{\hat{xy}} + \hat{B}_3(U)U_{\hat{yy}} + S
\]

where

\[
\begin{align*}
\hat{A}_1 &= \cos \alpha A_1 + \sin \alpha A_2, \\
\hat{A}_2 &= -\sin \alpha A_1 + \cos \alpha A_2, \\
\hat{B}_1 &= \cos^2 \alpha B_1 + \cos \alpha \sin \alpha B_2 + \sin^2 \alpha B_3, \\
\hat{B}_2 &= -2 \cos \alpha \sin \alpha B_1 + (\cos^2 \alpha - \sin^2 \alpha) B_2 + 2 \cos \alpha \sin \alpha B_3, \\
\hat{B}_3 &= \sin^2 \alpha B_1 - \cos \alpha \sin \alpha B_2 + \cos^2 \alpha B_3.
\end{align*}
\]
Define

\[ \text{Res} = -\hat{A}_2(U)U_{\hat{y}} + \hat{B}_2(U)U_{\hat{x}\hat{y}} + \hat{B}_3(U)U_{\hat{y}\hat{y}} + S. \]

Then, we can write (2.40) as

\[ U_t + A(U)U_{\hat{x}} = B(U)U_{\hat{x}\hat{x}} + \text{Res}, \quad (2.41) \]

where \( A = \hat{A}_1, \ B = \hat{B}_1 \) are diagonalizable matrices satisfying

\[ A(U) = L(U)^{-1}\Lambda(U)L(U), \quad B(U) = C(U)^{-1}D(U)C(U). \quad (2.42) \]

Here, \( \Lambda(U) = \text{diag}\{\lambda_i(U)\} \), \( D(U) = \text{diag}\{\epsilon_i(U)\} \) with \( \epsilon_i(U) \geq 0 \), and

\[ L(U) = \begin{pmatrix} l_1(U) \\ l_2(U) \\ \vdots \\ l_m(U) \end{pmatrix}, \quad C(U) = \begin{pmatrix} c_1(U) \\ c_2(U) \\ \vdots \\ c_m(U) \end{pmatrix}. \quad (2.43) \]

For a third order boundary treatment, the value of the ghost point \( P_{i,j} \) is imposed by the Taylor expansion in the \( \hat{x} \)-direction

\[ U_{i,j} = U^{*}(0) + |P_{i,j} - P_a|U^{*}(1) + \frac{1}{2}|P_{i,j} - P_a|^2U^{*}(2), \quad (2.44) \]

where \( U^{*}(k) \) is an approximation of the normal derivative \( \partial_{\hat{x}}^k U|_{(x,y)=P_a,t=t_n} \) with \((3-k)\)-th order of accuracy, \( k = 0, 1, 2 \).

To describe the boundary conditions, let \( X_b = X_b(s,t) \) present the position vector (in Eulerian coordinates) of a point on the moving boundary \( \partial \Omega(t) \), where \( s \) is the Lagrangian coordinate of the boundary, and \( t \) is the current moment. The velocity of the boundary can be written as \( V_b = \frac{\partial X_b}{\partial t} = (u_b, v_b)^T \). Assuming that \( P_a = X_b(s_a,t_n) \).

The boundary condition at \( P_a \) can be written as \( \tilde{G}(t) = G(X_b(s_a,t),t) \).

Now, we describe the construction of \( U^{*}(0), U^{*}(1), U^{*}(2) \) at time level \( t_n \) sequentially, following the idea of the one-dimensional case.

For \( U^{*}(0) \), we can directly obtain its value from the boundary conditions

\[ U^{*}(0) = \tilde{G}(t_n). \]
For \( U^{*}(1) \), we perform a characteristic decomposition firstly, i.e., let \( V = L(U^{*}(0))U \), where \( V \) is the characteristic variable. Then, we have the equation

\[
V_t + \Lambda(U^{*}(0))V_x = \text{RHS}^V = L(U^{*}(0))(BU_{xx} + \text{Res}).
\]

(2.45)

At the boundary \( P_a \), we have

\[
L(U^{*}(0))\tilde{G}'(t_n) = \frac{D}{Dt}V = V_t + V_x \hat{u}_b + V_y \hat{v}_b,
\]

with

\[
\begin{pmatrix}
\hat{u}_b \\
\hat{v}_b
\end{pmatrix} = \begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix} \begin{pmatrix}
u_b \\
v_b
\end{pmatrix}.
\]

Therefore, we have

\[
(\Lambda(U^{*}(0)) - \hat{u}_b I)V_x = -L(U^{*}(0))\tilde{G}'(t_n) + \text{RHS}^V + V_y \hat{v}_b.
\]

(2.46)

Similar to the one-dimensional case, we set:

\[
(V_i)^{(1)} = (\omega_i)^{(1)}_{lw} \cdot (V_i)^{(1)}_{lw} + (\omega_i)^{(1)}_{ext} \cdot (V_i)^{(1)}_{ext}, \quad i = 1, \ldots, m,
\]

(2.47)

where

\[
(\omega_i)^{(1)}_{lw} = \frac{(\lambda_i(U^{*}(0)) - \hat{u}_b)^2 h^2}{(\lambda_i(U^{*}(0)) - \hat{u}_b)^2 h^2 + (3\epsilon + \mu)^2},
\]

\[
(\omega_i)^{(1)}_{ext} = 1 - (\omega_i)^{(1)}_{lw} = \frac{(3\epsilon + \mu)^2}{(\lambda_i(U^{*}(0)) - \hat{u}_b)^2 h^2 + (3\epsilon + \mu)^2},
\]

with \( \epsilon_i = \max\{|\epsilon_i(U^{*}(0))|\} \), \( \mu = 10^{-6} \) and \( h = \sqrt{\Delta x^2 + \Delta y^2} \). In particular, we set

\[
(\omega_i)^{(1)}_{lw} \cdot (V_i)^{(1)}_{lw} = (\omega_i)^{(1)}_{lw} \cdot (V_i)^{(1)}_{ext}
\]

(2.49a)

for \( \lambda_i(U^{*}(0)) - \hat{u}_b \geq 0 \), and

\[
(\omega_i)^{(1)}_{lw} \cdot (V_i)^{(1)}_{lw} = \frac{(\lambda_i(U^{*}(0)) - \hat{u}_b)^2 h^2}{(\lambda_i(U^{*}(0)) - \hat{u}_b)^2 h^2 + (3\epsilon + \mu)^2} \left( -I(U^{*}(0)) \cdot \tilde{G}'(t_n) + \text{RHS}_i^V + (V_i)_y \hat{v}_b \right),
\]

(2.49b)

for \( \lambda_i(U^{*}(0)) - \hat{u}_b < 0 \). All the derivatives in \( \text{RHS}_i^V \) and \( (V_i)_y \) are constructed by extrapolation. Finally,

\[
U^{*}(1) = L^{-1}(U^{*}(0))V^{*}(1).
\]
As for \( U^*(2) \), let \( W = C U \), then we have

\[
W_t - D(U^*(0))W_{\hat{x}\hat{x}} = \text{RHS}^W = C(U^*(0))[\text{Res} - A(U^*(0))U_{\hat{x}}].
\]  

(2.50)

Since

\[
W_t = C(U^*(0))G'(t_n) - W_{\hat{x}}\hat{u}_b - W_{\hat{y}}\hat{v}_b,
\]

we have

\[
D(U^*(0))W_{xx} = C(U^*(0))G'(t_n) - W_{\hat{x}}\hat{u}_b - W_{\hat{y}}\hat{v}_b - \text{RHS}^W.
\]  

(2.51)

Therefore, we give the convex combination

\[
(W_i)^{(2)} = (\omega_i)^{(2)}\|_{lw} \cdot (W_i)^{(2)} + (\omega_i)^{(2)}\|_{ext} \cdot (W_i)^{(2)}_{ext},
\]

(2.52)

where

\[
(\omega_i)^{(2)}\|_{lw} \cdot (W_i)^{(2)}_{lw} = \frac{9\epsilon_i^2(U^*(0))}{(\alpha + \mu)^2 h^2 + 9\epsilon_i(U^*(0))^2} (c_i(U^*(0)) \cdot G'(t_n) - (W_i)_{\hat{x}}\hat{u}_b - (W_i)_{\hat{y}}\hat{v}_b - \text{RHS}^W_i),
\]

(2.53)

and

\[
(\omega_i)^{(2)}\|_{ext} = \frac{(\alpha + \mu)^2 h^2}{(\alpha + \mu)^2 h^2 + 9\epsilon_i^2(U^*(0))}. \]

(2.54)

Here, \( \alpha = \max_i \{|\lambda_i(U^*(0)) - \hat{u}_b|\} \), \( \mu = 10^{-6} \) and \( h = \sqrt{\Delta x^2 + \Delta y^2} \). Finally,

\[
U^*(2) = C^{-1}(U^*(0))W^*(2).
\]

As before, when we use the third order TVD Runge-Kutta to update our solution, in order to maintain the third order accuracy, we should modify the boundary condition at the two intermediate stages \( t^{(1)} \) and \( t^{(2)} \) via (2.19). So we should obtain the values of \( U_t|_{t=t_n}, U_{tt}|_{t=t_n} \) at the boundary \( P_a \).

As we know

\[
\tilde{G}'(t_n) = (U_t + U_{\hat{x}}\hat{u}_b + U_{\hat{y}}\hat{v}_b)|_{(x,y)=P_a,t=t_n}.
\]

(2.55)

Replace \( U_{\hat{x}} \) by \( U^*(1) \), then we have an approximation of \( U_t|_{(x,y)=P_a,t=t_n} \) as

\[
U_t|_{(x,y)=P_a,t=t_n} = \tilde{G}'(t_n) - U^*(1)\hat{u}_b - U_{\hat{y}}|_{(x,y)=P_a,t=t_n} \hat{v}_b.
\]

(2.56)
Also,
\[
\tilde{G}''(t_n) = \frac{\partial \hat{u}_b}{\partial t} U_x + \frac{\partial \hat{v}_b}{\partial t} U_y + \hat{u}_b^2 U_{x\hat{x}} + 2\hat{u}_b \hat{v}_b U_{x\hat{y}} + \hat{v}_b^2 U_{y\hat{y}} + 2(\hat{u}_b U_{t\hat{x}} + \hat{v}_b U_{t\hat{y}}) + U_{tt},
\]
where \( (\frac{\partial \hat{u}_b}{\partial t}, \frac{\partial \hat{v}_b}{\partial t}) \) is the acceleration of the moving boundary. So, we have
\[
U_{tt}|_{(x,y)=P_a,t=t_n} = \tilde{G}''(t_n) - \left( \frac{\partial \hat{u}_b}{\partial t} U_x + \frac{\partial \hat{v}_b}{\partial t} U_y + \hat{u}_b^2 U_{x\hat{x}} + 2\hat{u}_b \hat{v}_b U_{x\hat{y}} + \hat{v}_b^2 U_{y\hat{y}} + 2(\hat{u}_b U_{t\hat{x}} + \hat{v}_b U_{t\hat{y}}) \right),
\]
where \( U_{\hat{x}}, U_{\hat{y}}, U_{\hat{x}\hat{x}}, U_{\hat{x}\hat{y}}, \) and \( U_{\hat{y}\hat{y}} \) have been obtained at time level \( t_n \). Therefore, we only need to deal with two mixed derivative terms \( U_{t\hat{x}} \) and \( U_{t\hat{y}} \). Note that the value of \( (U_t)_{i,j} \) is already known at every grid point inside the computational domain in the first stage of RK, so \( U_{t\hat{x}} \) and \( U_{t\hat{y}} \) can be obtained by linear extrapolation, because we only require first-order accuracy of \( U_{tt}|_{(x,y)=P_a,t=t_n} \) to obtain the overall third-order accuracy for the scheme.

### 3 Application to moving rigid body in viscous flows

#### 3.1 Problem description

We consider the two-dimensional Navier-Stokes (NS) equation,
\[
\mathbf{W}_t + \mathbf{F}(\mathbf{W})_x + \mathbf{G}(\mathbf{W})_y = \frac{1}{Re} \left( S_1(\mathbf{W})_x + S_2(\mathbf{W})_y \right), \quad \mathbf{x} = (x, y) \in \Omega(t),
\]
where
\[
\mathbf{W} = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ E \end{pmatrix}, \quad \mathbf{F}(\mathbf{W}) = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho u v \\ u(E + p) \end{pmatrix}, \quad \mathbf{G}(\mathbf{W}) = \begin{pmatrix} \rho v \\ \rho pv \\ \rho v^2 + p \\ v(E + p) \end{pmatrix}.
\]

Here, \( \rho, \mathbf{u} = (u, v)^T \), \( p \) and \( E \) represent the density, velocity, pressure and total energy per volume, respectively. An equation of state relates the pressure and the other variables is given
\[
p = (\gamma - 1) \left( E - \frac{1}{2} \rho (u^2 + v^2) \right).
\]

Here, \( \gamma \) is the adiabatic constant, which equals to 1.4 for an ideal polytropic gas.
The terms on the right hand side of (3.1) are in the form of

\[
S_1(W) = \begin{pmatrix} 0 \\ \tau_{11} \\ \tau_{21} \\ \sigma_1 \end{pmatrix}, \quad S_2(W) = \begin{pmatrix} 0 \\ \tau_{12} \\ \tau_{22} \\ \sigma_2 \end{pmatrix},
\]

with the components of the viscous stress tensor given by

\[
\tau_{11} = \frac{4}{3} u_x - \frac{2}{3} v_y, \quad \tau_{22} = \frac{4}{3} v_y - \frac{2}{3} u_x, \quad \tau_{12} = \tau_{21} = v_x + u_y,
\]

and

\[
\sigma_1 = u \tau_{11} + v \tau_{12} + \frac{(c^2)_x}{(\gamma - 1) Pr}, \quad \sigma_2 = u \tau_{21} + v \tau_{22} + \frac{(c^2)_y}{(\gamma - 1) Pr}.
\]

Here, \(Pr\) is the Prandtl number, \(Re\) is the Reynolds number, \(T = p/\rho\) is the temperature, and \(c = \sqrt{\gamma p/\rho}\) is the sound speed.

We consider a moving rigid body in viscous flows, with the *isothermal no-slip wall boundary condition* on the boundary of the rigid body \(\Gamma(t) \subset \partial\Omega(t)\), which can be written as:

\[
\begin{aligned}
\left\{ \begin{array}{l}
    u = V_b, \\
    T = T_b,
\end{array} \right. 
\end{aligned}
\]

(3.6)

where, \(V_b = (u_b, v_b)^T\) is the boundary velocity, \(T_b\) is the temperature of the boundary, and \(n\) is normal vector point to the rigid body from the fluid.

Suppose the motion of a rigid body is induced by the viscous flow. Both translation and rotation of the body should be taken into account. For each point \(X_b = (x_b, y_b) \in \Gamma(t)\), the velocity is given as

\[
V_b = V_{tr} + \omega \times r,
\]

where, \(V_{tr}\) is the translational velocity, \(\omega\) is the rotation velocity, and \(r\) is the vector from the boundary point to the centroid of the rigid body. Since the motion of a rigid body is induced by the fluid, \(V_{tr}\) and \(\omega\) satisfy the equations

\[
\frac{dX_b}{dt} = V_b, \quad \frac{dV_{tr}}{dt} = a_{tr}, \quad \frac{d\omega}{dt} = a_\theta,
\]

(3.7)
with the translational acceleration $a_{tr}$ and rotational acceleration $a_\theta$ determined by Newton’s second law and rotational law respectively.

\[
M a_{tr} = \oint_{\Gamma(t)} (p \mathbf{n} - \mathbf{\tau} \cdot \mathbf{n}) dS,
\]

\[
I a_\theta = \oint_{\Gamma(t)} \mathbf{r} \times (p \mathbf{n} - \mathbf{\tau} \cdot \mathbf{n}) dS.
\]

(3.8)

Here, $M$ is the rigid body mass and $I$ is the moment. The matrix $\mathbf{\tau}$ is defined as $\mathbf{\tau} = \frac{1}{Re} [\tau_{i,j}]_{2 \times 2}$.

### 3.2 Numerical schemes

Again, we assume the domain $\Omega(t)$ is covered by a fixed Cartesian mesh with uniform mesh sizes $\Delta x$ and $\Delta y$ in each direction. The semi-discrete scheme of the NS equations (3.1) is given as

\[
\frac{d W_{i,j}(t)}{dt} + \frac{\mathbf{\hat{F}}_{i+1/2,j} - \mathbf{\hat{F}}_{i-1/2,j}}{\Delta x} + \frac{\mathbf{\hat{G}}_{i,j+1/2} - \mathbf{\hat{G}}_{i,j-1/2}}{\Delta y} = S_{i,j}.
\]

(3.9)

where $\mathbf{\hat{F}}_{i+1/2,j}$ and $\mathbf{\hat{G}}_{i,j+1/2}$ are numerical fluxes obtained by the third order finite difference WENO scheme. For the right hand term $S_{i,j}$, we use fourth order central finite difference scheme. Specifically, the three different types of derivatives are given below as examples:

\[
\left. \frac{1}{12\Delta x} \right|_{i,j} \left( f_{i-2,j} - 8f_{i-1,j} + 8f_{i+1,j} - f_{i+2,j} \right),
\]

\[
\left. \frac{1}{12\Delta x^2} \right|_{i,j} \left( -f_{i-2,j} + 16f_{i-1,j} - 30f_{i,j} + 16f_{i+1,j} - f_{i+2,j} \right),
\]

\[
\left. \frac{1}{144\Delta x \Delta y} \right|_{i,j} \left( \left( f_{i-2,j-2} - 8f_{i-1,j-2} + 8f_{i+1,j-2} - f_{i+2,j-2} \right) 
\right.
\]

\[
- 8 \left( f_{i-2,j-1} - 8f_{i-1,j-1} + 8f_{i+1,j-1} - f_{i+2,j-1} \right)
\]

\[
+ 8 \left( f_{i-2,j+1} - 8f_{i-1,j+1} + 8f_{i+1,j+1} - f_{i+2,j+1} \right)
\]

\[
- \left( f_{i-2,j+2} - 8f_{i-1,j+2} + 8f_{i+1,j+2} - f_{i+2,j+2} \right). \]

(3.10)

Again, we use the TVD Runge-Kutta method (2.3) for the time discretization.

At time level $t_n$, to make the interior finite difference scheme work, we need to define values of ghost points near the boundary. As before, assume $P_{ij}$ is a ghost point near
the boundary and \( P_a \) is its pedal on the boundary. With the same rotation as in (2.39), let
\[
\begin{pmatrix}
\hat{x} \\
\hat{y}
\end{pmatrix} = \begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix} \begin{pmatrix}
x \\
y
\end{pmatrix}, \quad \hat{u} = \begin{pmatrix}
\hat{u} \\
\hat{v}
\end{pmatrix} = \begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix} \begin{pmatrix}
u \\
v
\end{pmatrix}.
\]

The Dirichlet boundary conditions are given for the velocity \( \hat{u} \) and the temperature \( T \), so we rewrite the equation (3.1) with respect to the new variables:
\[
\hat{U} = (\rho, \hat{u}, \hat{v}, T)^T,
\]
and then we get following system
\[
\hat{U}_t + A(\hat{U})\hat{U} = B(\hat{U})\hat{U} + \text{Res}, \quad (3.11)
\]
where
\[
A(\hat{U}) = \begin{pmatrix}
\hat{u} & \rho & 0 & 0 \\
\frac{\gamma}{\rho} & \hat{u} & 0 & 1 \\
0 & 0 & \hat{u} & 0 \\
0 & (\gamma - 1)T & 0 & \hat{u}
\end{pmatrix}, \quad B(\hat{U}) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \frac{4}{3\text{Re}\rho} & 0 & 0 \\
0 & 0 & \frac{1}{\text{Re}\rho} & 0 \\
0 & 0 & 0 & \frac{\gamma}{\text{Pr}\text{Re}\rho}
\end{pmatrix}, \quad (3.12)
\]
and
\[
\text{Res} = \begin{pmatrix}
\text{Res}_1 \\
\text{Res}_2 \\
\text{Res}_3 \\
\text{Res}_4
\end{pmatrix} = \begin{pmatrix}
-\rho\hat{v}_y - \hat{v}\rho_y \\
\frac{1}{\text{Re}\rho}(\hat{u}\hat{y} + \frac{1}{3}\hat{v}\hat{x} - \hat{v}\hat{y}) \\
\frac{1}{\text{Re}\rho}(\frac{4}{3}\hat{v}\hat{y} + \frac{1}{3}\hat{u}\hat{x} - \frac{1}{\rho}\hat{P}_y - \hat{v}\hat{v}_y) \\
\frac{\gamma}{\text{Re}\rho\text{Pr}}T\hat{y} + \text{NLT}
\end{pmatrix}, \quad (3.13)
\]
with
\[
\text{NLT} = \frac{\gamma - 1}{\text{Re}\rho} \left( -\frac{2}{3}(\hat{u}\hat{x} + \hat{v}\hat{y} + 2(\hat{u}_x^2 + \hat{v}_y^2) + 2(\hat{v}_x + \hat{u}_y)^2) \right).
\]
Here, the matrix \( A(\hat{U}) \) is diagonalizable,
\[
A(\hat{U}) = \mathbf{L}^{-1}(\hat{U})\Lambda(\hat{U})\mathbf{L}(\hat{U}),
\]
with \( \Lambda(\hat{U}) = \text{diag}\{\hat{u} - c, \hat{u}, \hat{u}, \hat{u} + c\} \).

From the previous analysis, we know that the material derivative operator \( \frac{D}{Dt} = \frac{\partial}{\partial t} + \hat{u}\frac{\partial}{\partial \hat{x}} + \hat{v}\frac{\partial}{\partial \hat{y}} \) plays an important role in our moving boundary treatment. Apply the material derivative operator to the boundary condition, we have
\[
\frac{DT_b}{Dt} = 0, \quad \text{and} \quad \frac{Du}{Dt} = \frac{DV_b}{Dt}.
\]
Here, $\frac{D\mathbf{V}_b}{Dt}$ is the acceleration of the rigid body. On the other hand, with the material derivative operator, the original NS equations can be written in the following form:

$$\begin{cases}
D\rho \frac{D}{Dt} + \rho (\hat{u}_x + \hat{v}_y) = 0, \\
D\hat{u} \frac{D}{Dt} + \frac{1}{\rho} p_x = \frac{1}{Re \rho} \left( \frac{4}{3} \hat{u}_{xx} + \hat{u}_{yy} + \frac{1}{3} \hat{v}_{xx} \right), \\
D\hat{v} \frac{D}{Dt} + \frac{1}{\rho} p_y = \frac{1}{Re \rho} \left( \hat{v}_{xx} + \frac{4}{3} \hat{v}_{yy} + \frac{1}{3} \hat{u}_{xx} \right), \\
\frac{DT}{Dt} + (\gamma - 1)T(\hat{u}_x + \hat{v}_y) = \frac{\gamma}{\rho Re Pr} (T_{xx} + T_{yy}) + NLT.
\end{cases}$$

(3.14)

These would be used in our boundary treatment later.

Since the point value at the ghost point $P_{i,j}$ is obtained through a third order Taylor expansion in the $\hat{x}$-direction, approximations of the normal derivatives with suitable orders of accuracy are needed

$$\hat{U}^{*\cdot(0)} \approx \partial_{\hat{x}} \hat{U}|_{P_a}, \quad m = 0, 1, 2.$$ 

As before, we use the notations $(\cdot)_{itw}$ and $(\cdot)_{ext}$ to denote derivatives obtained through the ILW procedure and the extrapolation respectively.

Firstly, we perform a local characteristic decomposition at $P_a$. However, different from the discussion in Section 2, we do not have the value of all components of $\hat{U}$ on the boundary $\Gamma(t)$. Hence, we will use the extrapolation approximation $\hat{U}_{ext}^{*\cdot(0)}$ in the characteristic decomposition. Let $V = L(\hat{U}_{ext}^{*\cdot(0)})\hat{U}$. We can see that the components $V_2, \cdots, V_4$ are the outflow variables, and $V_1$ is the inflow variable.

To construct $\hat{U}^{*\cdot(0)}$, notice that we already know the value of $\hat{u}$ and $T$ at the boundary $\Gamma(t)$ given the boundary conditions, so we set

$$(\hat{U}_2)^{*\cdot(0)} = \hat{u}_b, \quad (\hat{U}_3)^{*\cdot(0)} = \hat{v}_b, \quad (\hat{U}_4)^{*\cdot(0)} = T_b.$$ 

(3.15)

Also, we can build the following relation since $V_4$ is outgoing,

$$\mathbf{l}_4(\hat{U}_{ext}^{*\cdot(0)}) \cdot \hat{U}^{*\cdot(0)} = V_4 = \mathbf{l}_4(\hat{U}_{ext}^{*\cdot(0)}) \cdot \hat{U}_{ext}^{*\cdot(0)}.$$ 
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Solving this linear system, we can obtain \((\hat{U}_1)^{(0)}\) as following,

\[
(\hat{U}_1)^{(0)} = (\hat{U}_1)^{(0)}_{\text{ext}} \frac{2 (\hat{U}_4)^{(0)}_{\text{ext}} - (\hat{U}_4)^{(0)} + \sqrt{\gamma} \cdot (\hat{U}_4)^{(0)}_{\text{ext}} ((\hat{U}_2)^{(0)}_{\text{ext}} - (\hat{U}_2)^{(0)})}{(\hat{U}_4)^{(0)}_{\text{ext}}}. \tag{3.16}
\]

Next, we try to find \(\hat{U}^{(1)}\). Using the second equation in (3.14), we have

\[
(\hat{U}_4)^{(0)} (\hat{U}_1)^{(1)}_{\text{ext}} + (\hat{U}_1)^{(0)} (\hat{U}_4)^{(1)}_{\text{ext}} = -(\hat{U}_1)^{(0)} \frac{D\hat{b}}{Dt} + \frac{1}{Re} \left( \frac{4}{3} \hat{u}_{x^2} + \hat{u}_{y^2} + \frac{1}{3} \hat{v}_{x^2} \right).
\]

For the outflow variables \(V_1, \ldots, V_5\), we have relations

\[
I_j \cdot \hat{U}^{(1)}_{\text{ext}} = (V_j)^{(1)}_{\text{ext}}, \quad j = 2, 3, 4.
\]

Hence, we can get \(\hat{U}^{(1)}\) by solving the above system. After that, we set

\[
\hat{U}^{(1)} = \frac{c^2 h^2}{c^2 h^2 + 9\epsilon^2} \hat{U}^{(1)}_{\text{ext}} + \frac{9\epsilon^2}{c^2 h^2 + 9\epsilon^2} \hat{U}^{(1)}_{\text{ext}}.
\tag{3.17}
\]

with \(\epsilon = \max\{\frac{1}{Re\rho}, \frac{4}{3Re\rho}, \frac{\gamma}{PrRe\rho}\}\) and \(h = \sqrt{\Delta x^2 + \Delta y^2}\).

Finally, we will construct \(\hat{U}^{(2)}\). According to the boundary conditions and (3.14), the second derivative \((\hat{U}_2)^{(2)}_{\text{ext}}, \ldots, (\hat{U}_4)^{(2)}_{\text{ext}}\) can be set as:

\[
\begin{align*}
(\hat{U}_2)^{(2)}_{\text{ext}} &= \frac{3 Re \cdot \rho}{4} \left( \frac{D\hat{b}}{Dt} + \frac{1}{\rho} p_{x^2} - \frac{1}{Re \cdot \rho} (\hat{u}_{y^2} + \frac{1}{3} \hat{v}_{x^2}) \right), \\
(\hat{U}_3)^{(2)}_{\text{ext}} &= Re \cdot \rho \left( \frac{D\hat{b}}{Dt} + \frac{1}{\rho} p_{y^2} - \frac{1}{Re \cdot \rho} \left( \frac{4}{3} \hat{v}_{y^2} + \frac{1}{3} \hat{u}_{x^2} \right) \right), \\
(\hat{U}_4)^{(2)}_{\text{ext}} &= \frac{Re \cdot \rho \cdot Pr}{\gamma} \left( \frac{D\hat{b}}{Dt} (\gamma - 1) T(\hat{u}_{x^2} + \hat{v}_{y^2}) - \frac{\gamma}{Re \cdot \rho \cdot Pr} T_{yy} - \text{NLT} \right).
\end{align*}
\]

All the derivatives on the right hand side can be obtained by extrapolation. Note that, there is no diffusion term in the first equation of (3.14), so we just take

\[
(\hat{U}_1)^{(2)}_{\text{ext}} = (\hat{U}_1)^{(2)}_{\text{ext}}.
\]

Finally, we combine \((\cdot)_{\text{ext}}\) and \((\cdot)_{\text{ext}}\) as

\[
(\hat{U}_j)^{(2)} = \frac{c^2 h^2}{c^2 h^2 + 9\epsilon^2} (\hat{U}_j)^{(2)}_{\text{ext}} + \frac{9\epsilon^2}{c^2 h^2 + 9\epsilon^2} (\hat{U}_j)^{(2)}_{\text{ext}},
\tag{3.18}
\]

where \(\{\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4\} = \{0, \frac{4}{3Re\rho}, \frac{1}{Re\rho}, \frac{\gamma}{PrRe\rho}\}\).
4 Numerical examples

In this section, we show some numerical examples to demonstrate that our method is stable and high order accurate if the solution is smooth. Our method also performs well for problems involving interactions between shocks and moving rigid bodies. We test all examples with the third order boundary treatment. The third order finite difference WENO schemes and fourth order central schemes are employed to discretize the convection terms and diffusion terms, respectively.

4.1 Accuracy tests

Example 1. We now consider the one-dimensional linear convection-diffusion equation

\[
\begin{align*}
    u_t + au_x &= \epsilon u_{xx}, & x \in (x_l(t), x_r(t)), & t > 0, \\
    u(x_l(t), t) &= g_l(t), & t > 0, \\
    u(x_r(t), t) &= g_r(t), & t > 0, \\
    u(x, 0) &= \sin x, & x \in (x_l(t), x_r(t)).
\end{align*}
\]

We take \(x_l(t) = -0.5 + 0.5 \sin^2(t)\) and \(x_r(t) = 0.5 + 0.5 \sin^2(t)\). The functions \(g_l(t)\) and \(g_r(t)\) are given such that we have the exact solution \(u(x, t) = e^{-\epsilon t} \sin(x - at)\).

We take different pairs of \((a, \epsilon)\) to test the accuracy and stability of our algorithm for pure convection, convection-dominated, diffusion-dominated, and pure diffusion cases. In all situations, the time step is taken as

\[
\Delta t = \min \left( \frac{0.6}{a/\Delta x + 6\epsilon/\Delta x^2}, \frac{\Delta x}{\max(|x_l'(t)|, |x_r'(t)|)} \right).
\]

The numerical results at the final time \(t_{end} = 1.0\) are listed in Table 1. It can be seen from the table that the algorithm we have constructed is stable under different convection-diffusion coefficients and can achieve the expected third order accuracy, which demonstrates that our method performs well in all situations.
Table 1: Example 1: errors and convergence orders at $t_{end} = 1.0$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.695E-005</td>
<td>–</td>
<td>4.837E-005</td>
<td>–</td>
</tr>
<tr>
<td>1/40</td>
<td>2.112E-006</td>
<td>3.004</td>
<td>5.753E-006</td>
<td>3.071</td>
</tr>
<tr>
<td>1/80</td>
<td>2.557E-007</td>
<td>3.046</td>
<td>7.694E-007</td>
<td>2.901</td>
</tr>
<tr>
<td>1/160</td>
<td>2.897E-008</td>
<td>3.141</td>
<td>9.824E-008</td>
<td>2.969</td>
</tr>
<tr>
<td>1/320</td>
<td>2.714E-009</td>
<td>3.415</td>
<td>1.126E-008</td>
<td>3.123</td>
</tr>
<tr>
<td>1/640</td>
<td>2.330E-010</td>
<td>3.542</td>
<td>9.696E-010</td>
<td>3.538</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1.695E-005</td>
<td>–</td>
<td>4.837E-005</td>
<td>–</td>
</tr>
<tr>
<td>1/40</td>
<td>2.112E-006</td>
<td>3.004</td>
<td>5.753E-006</td>
<td>3.071</td>
</tr>
<tr>
<td>1/80</td>
<td>2.557E-007</td>
<td>3.046</td>
<td>7.694E-007</td>
<td>2.901</td>
</tr>
<tr>
<td>1/160</td>
<td>2.897E-008</td>
<td>3.141</td>
<td>9.824E-008</td>
<td>2.969</td>
</tr>
<tr>
<td>1/320</td>
<td>2.714E-009</td>
<td>3.415</td>
<td>1.126E-008</td>
<td>3.123</td>
</tr>
<tr>
<td>1/640</td>
<td>2.330E-010</td>
<td>3.542</td>
<td>9.696E-010</td>
<td>3.538</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>3.641E-006</td>
<td>–</td>
<td>1.790E-005</td>
<td>–</td>
</tr>
<tr>
<td>1/40</td>
<td>4.297E-007</td>
<td>3.083</td>
<td>2.374E-006</td>
<td>2.914</td>
</tr>
<tr>
<td>1/80</td>
<td>5.039E-008</td>
<td>3.092</td>
<td>3.001E-007</td>
<td>2.983</td>
</tr>
<tr>
<td>1/160</td>
<td>5.429E-009</td>
<td>3.214</td>
<td>2.786E-008</td>
<td>3.429</td>
</tr>
<tr>
<td>1/320</td>
<td>7.580E-010</td>
<td>2.840</td>
<td>4.719E-009</td>
<td>2.562</td>
</tr>
<tr>
<td>1/640</td>
<td>8.762E-011</td>
<td>3.112</td>
<td>4.268E-010</td>
<td>3.466</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L^1$ error</th>
<th>order</th>
<th>$L^\infty$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>3.641E-006</td>
<td>–</td>
<td>1.790E-005</td>
<td>–</td>
</tr>
<tr>
<td>1/40</td>
<td>4.297E-007</td>
<td>3.083</td>
<td>2.374E-006</td>
<td>2.914</td>
</tr>
<tr>
<td>1/80</td>
<td>5.039E-008</td>
<td>3.092</td>
<td>3.001E-007</td>
<td>2.981</td>
</tr>
<tr>
<td>1/160</td>
<td>5.429E-009</td>
<td>3.214</td>
<td>2.786E-008</td>
<td>3.429</td>
</tr>
<tr>
<td>1/320</td>
<td>7.580E-010</td>
<td>2.840</td>
<td>4.719E-009</td>
<td>2.562</td>
</tr>
<tr>
<td>1/640</td>
<td>8.762E-011</td>
<td>3.112</td>
<td>4.268E-010</td>
<td>3.466</td>
</tr>
</tbody>
</table>

Example 2. Next, we consider the following viscous Burgers’ equation:

$$
\begin{align*}
  u_t + uu_x &= \epsilon u_{xx}, \quad x \in (x_l(t), x_r(t)), \quad t > 0, \\
  u(x_l(t), t) &= g_l(t), \quad t > 0, \\
  u(x_r(t), t) &= g_r(t), \quad t > 0, \\
  u(x, 0) &= 0.5 - 0.5 \tanh((x - 0.5)/4\epsilon), \quad x \in (x_l(t), x_r(t)).
\end{align*}
$$
Boundary conditions $g_l(t)$ and $g_r(t)$ are given such that the exact solution is $u(x, t) = 0.5 - 0.5 \tanh((x - 0.5 - 0.5t)/4\epsilon)$. We simulate the cases $\epsilon = 0.01$ and 1.0 with moving boundary

$$x_l(t) = -0.5 + 0.5t, \quad x_r(t) = 0.5 + 0.5t,$$

and

$$x_l(t) = -0.5 + 0.5 \sin^2(t), \quad x_r(t) = 0.5 + 0.5 \sin^2(t).$$

The time step is taken as

$$\Delta t = \min \left( \frac{0.6}{\max(u_j)/\Delta x + 6\epsilon/\Delta x^2}, \min(\max(|x'_l(t)|, |x'_r(t)|) \right)$$

The numerical results at the final time $t_{end} = 1.0$ are listed in Table 2. We can observe that the scheme achieves third order accuracy eventually with mesh refinements.

| $x_l(t) = -0.5 + 0.5t, \quad x_r(t) = 0.5 + 0.5t.$ | $\epsilon = 0.01$ | $L^1$ error | order | $L^\infty$ error | order | $\epsilon = 1.0$ | $L^1$ error | order | $L^\infty$ error | order |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1/20 | 6.126E-003 | -- | 0.111 | -- | 1.510E-007 | -- | 7.403E-007 | -- |
| 1/40 | 1.889E-003 | 1.697 | 4.938E-002 | 1.169 | 1.792E-008 | 3.075 | 9.495E-008 | 2.962 |
| 1/80 | 4.31E-004 | 2.091 | 1.226E-002 | 2.009 | 2.191E-009 | 3.031 | 1.201E-009 | 2.982 |
| 1/160 | 7.377E-005 | 2.586 | 2.030E-003 | 2.595 | 2.696E-010 | 3.023 | 1.510E-009 | 2.991 |

| $x_l(t) = -0.5 + 0.5 \sin^2(t), \quad x_r(t) = 0.5 + 0.5 \sin^2(t).$ | $\epsilon = 0.01$ | $L^1$ error | order | $L^\infty$ error | order | $\epsilon = 1.0$ | $L^1$ error | order | $L^\infty$ error | order |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1/20 | 2.593E-006 | -- | 4.729E-005 | -- | 1.521E-007 | -- | 6.727E-007 | -- |
| 1/40 | 7.065E-007 | 1.876 | 1.773E-005 | 1.414 | 1.801E-008 | 3.077 | 7.508E-008 | 3.163 |
| 1/80 | 2.219E-007 | 1.670 | 9.502E-006 | 0.900 | 2.076E-009 | 3.117 | 9.274E-009 | 3.017 |
| 1/160 | 5.637E-008 | 1.976 | 2.634E-006 | 1.850 | 2.366E-010 | 3.132 | 1.606E-009 | 2.528 |
| 1/640 | 1.355E-009 | 2.809 | 1.037E-007 | 2.403 | 3.811E-012 | 3.072 | 2.470E-011 | 2.563 |
| 1/1280 | 1.845E-010 | 2.877 | 1.236E-008 | 3.069 | -- | -- | -- | -- |
Example 3. Now, we test the 1D linear system

\[
\begin{cases}
U_t + AU_x = BU_{xx} + S, & x \in (x_l(t), x_r(t)), \ t > 0, \\
U(x_l(t), t) = G_l(t), & t > 0, \\
U(x_r(t), t) = G_r(t), & t > 0, \\
U(x, 0) = U_0(x), & x \in (x_l(t), x_r(t)).
\end{cases}
\]

We consider the moving boundaries as \(x_l(t) = -0.5 + 0.5t\) and \(x_r(t) = 0.5 + 0.5t\). Here, \(A\) is a diagonalizable matrix and \(B\) is a diagonal matrix with positive elements. Specifically, we take

\[
A = \begin{pmatrix} 3 & 0.5 \\ 0.5 & 2 \end{pmatrix}, \quad \text{and} \quad B = \begin{pmatrix} b_{11} & 0 \\ 0 & b_{22} \end{pmatrix},
\]

with \((b_{11}, b_{22}) = (0.8, 1), (10^{-5}, 10^{-6})\) and \((0, 0)\), corresponding to the convection-diffusion case, convection-dominant case and pure convection case, respectively. Proper source term \(S\) is given such that exact solution is

\[
U = \begin{pmatrix} e^{-b_{11}t} \sin(x - a_{11}t) \\ e^{-b_{22}t} \cos(x - a_{22}t) \end{pmatrix}.
\]

For this example, the time step is taken as

\[
\Delta t = \min \left( \frac{0.6}{\sigma(A)/\Delta x + 6\sigma(B)/\Delta x^2}, \frac{\Delta x}{\max(|x'_l(t)|, |x'_r(t)|)} \right).
\]

where the notation \(\sigma(\cdot)\) means the spectral radius of the matrix. The numerical results at \(t_{end} = 1.0\) are listed in Table 3. We can observe the designed third order accuracy for all cases.

Example 4. Now we consider the Navier-Stokes equations with additional source terms so that we have an explicit exact solution to test accuracy. The modified system is

\[
\begin{cases}
\rho_t + (\rho u)_x = f_1(x, t), \\
(\rho u)_t + (\rho u^2 + p)_x = \frac{1}{Re} \left( \frac{4}{3} u_{xx} \right) + f_2(x, t), \\
E_t + (u(E + p))_x = \frac{1}{Re} \left( \frac{2}{3} (u^2)_{xx} + \frac{c^2}{(\gamma - 1)Pr} \right) + f_3(x, t),
\end{cases}
\]  

(4.1)
Table 3: Example 3: errors and convergence orders at \( t_{\text{end}} = 1.0 \)

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L^1 ) error</th>
<th>order</th>
<th>( L^\infty ) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.405E-005</td>
<td>–</td>
<td>1.374E-004</td>
<td>–</td>
</tr>
<tr>
<td>40</td>
<td>4.868E-006</td>
<td>2.806</td>
<td>1.911E-005</td>
<td>2.847</td>
</tr>
<tr>
<td>80</td>
<td>6.533E-007</td>
<td>2.898</td>
<td>2.536E-006</td>
<td>2.913</td>
</tr>
<tr>
<td>160</td>
<td>8.477E-008</td>
<td>2.946</td>
<td>3.283E-007</td>
<td>2.950</td>
</tr>
<tr>
<td>320</td>
<td>1.078E-008</td>
<td>2.975</td>
<td>4.187E-008</td>
<td>2.971</td>
</tr>
<tr>
<td>640</td>
<td>1.357E-009</td>
<td>3.018</td>
<td>5.298E-009</td>
<td>2.983</td>
</tr>
<tr>
<td>1280</td>
<td>1.675E-010</td>
<td>3.018</td>
<td>6.672E-010</td>
<td>2.989</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L^1 ) error</th>
<th>order</th>
<th>( L^\infty ) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>8.887E-005</td>
<td>–</td>
<td>2.762E-004</td>
<td>–</td>
</tr>
<tr>
<td>40</td>
<td>1.092E-005</td>
<td>3.025</td>
<td>3.525E-005</td>
<td>2.970</td>
</tr>
<tr>
<td>80</td>
<td>1.374E-006</td>
<td>2.991</td>
<td>4.578E-006</td>
<td>2.945</td>
</tr>
<tr>
<td>160</td>
<td>1.708E-007</td>
<td>3.008</td>
<td>5.898E-007</td>
<td>2.957</td>
</tr>
<tr>
<td>320</td>
<td>2.130E-008</td>
<td>3.003</td>
<td>7.335E-008</td>
<td>3.007</td>
</tr>
<tr>
<td>640</td>
<td>2.656E-009</td>
<td>3.003</td>
<td>9.301E-009</td>
<td>2.979</td>
</tr>
<tr>
<td>1280</td>
<td>3.315E-010</td>
<td>3.002</td>
<td>1.157E-009</td>
<td>3.007</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L^1 ) error</th>
<th>order</th>
<th>( L^\infty ) error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>8.887E-005</td>
<td>–</td>
<td>2.762E-004</td>
<td>–</td>
</tr>
<tr>
<td>40</td>
<td>1.092E-005</td>
<td>3.025</td>
<td>3.523E-005</td>
<td>2.971</td>
</tr>
<tr>
<td>80</td>
<td>1.371E-006</td>
<td>2.993</td>
<td>4.572E-006</td>
<td>2.946</td>
</tr>
<tr>
<td>160</td>
<td>1.705E-007</td>
<td>3.007</td>
<td>5.850E-007</td>
<td>2.966</td>
</tr>
<tr>
<td>320</td>
<td>2.135E-008</td>
<td>3.002</td>
<td>7.300E-008</td>
<td>3.002</td>
</tr>
<tr>
<td>640</td>
<td>2.671E-009</td>
<td>3.000</td>
<td>9.342E-009</td>
<td>2.966</td>
</tr>
<tr>
<td>1280</td>
<td>3.337E-010</td>
<td>3.000</td>
<td>1.156E-009</td>
<td>3.014</td>
</tr>
</tbody>
</table>

with \( x_l(t) = -0.5 - 0.5t \) and \( x_r(t) = 0.5 - 0.5t \). The exact solution is

\[
\rho(x,t) = \frac{e^{\sin t}}{1 + 3x^2}, \quad u(x,t) = 1 + 3x^2, \quad p(x,t) = \text{pre}.
\]

We consider the cases that \( Re = 100, 10^6 \) and \( \text{pre} = 0.5, 10 \) to demonstrate the effectiveness of our algorithm. We investigate the error of the numerical solutions with respect to the density \( \rho \). The numerical results at \( t_{\text{end}} = 1.0 \) are listed in Table 4. We can observe third order accuracy for all the choices of Reynolds numbers and pressure.
The time step is taken as
\[
\Delta t = \min \left( \frac{0.6}{\lambda_c/\Delta x + \lambda_d/\Delta x^2}, \frac{\Delta x}{\max(|x'_l(t)|, |x'_r(t)|)} \right),
\]
with \(\lambda_c = \max_j |u_j| + c\) and \(\lambda_d = \max(\frac{1}{Re \rho}, \frac{4}{3Re \rho}, \gamma Pr Re \rho)\).

Table 4: Example 4: errors and convergence orders at \(t_{end} = 1.0\).

<table>
<thead>
<tr>
<th>(h)</th>
<th>(pre = 0.5)</th>
<th></th>
<th>(pre = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L^1) error</td>
<td>order</td>
<td>(L^\infty) error</td>
<td>order</td>
</tr>
<tr>
<td>1/10</td>
<td>3.154E-003</td>
<td>–</td>
<td>1.972E-002</td>
</tr>
<tr>
<td>1/20</td>
<td>6.053E-004</td>
<td>2.381</td>
<td>2.578E-003</td>
</tr>
<tr>
<td>1/40</td>
<td>1.024E-004</td>
<td>2.562</td>
<td>4.245E-004</td>
</tr>
<tr>
<td>1/80</td>
<td>1.554E-005</td>
<td>2.721</td>
<td>5.607E-005</td>
</tr>
<tr>
<td>1/320</td>
<td>2.887E-007</td>
<td>2.909</td>
<td>9.518E-007</td>
</tr>
<tr>
<td>1/640</td>
<td>3.746E-008</td>
<td>2.946</td>
<td>1.256E-007</td>
</tr>
</tbody>
</table>

Example 5. Now we consider the 2D linear convection-diffusion equation
\[
\begin{align*}
    u_t + u_x + u_y &= \epsilon(u_{xx} + u_{yy}), \quad (x, y) \in \Omega_i(t), \ t > 0, \\
    u(x, y, t) &= g(x, y, t), \quad (x, y) \in \partial \Omega_i(t), \ t > 0, \\
    u(x, y, 0) &= \sin x \sin y, \quad (x, y) \in \Omega_i(t),
\end{align*}
\]
with the following three moving boundaries
\[
\begin{align*}
    \Omega_1(t) &= \{(x, y)^T : (x - 0.5t)^2 + (y - 0.5t)^2 < 0.5\}, \\
    \Omega_2(t) &= \{(x, y)^T : (x)^2 + (y)^2 < 0.5 - 0.2t\}, \\
    \Omega_3(t) &= \{(x, y)^T : (x)^2 + (y)^2 < 0.5 + 0.2t\}.
\end{align*}
\]
Also, different diffusion coefficients $\epsilon = 0.1$ and $10^{-3}$ are considered. We give specific boundary conditions $g(x, y, t)$ so that the exact solution is $u(x, y, t) = e^{-2\epsilon t} \sin(x - t) \sin(y - t)$. The numerical results at $t_{\text{end}} = 1.0$ are listed in Table 5, with the time step

$$\Delta t = \min \left( \frac{0.6}{1/\Delta x + 1/\Delta y + \epsilon (1/\Delta x^2 + 1/\Delta y^2)}, \frac{\Delta x}{\max (|u_b|)}, \frac{\Delta y}{\max (|v_b|)} \right).$$

Again, our scheme is stable and can achieve the designed third order accuracy for all cases.

<table>
<thead>
<tr>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$ error</td>
<td>$L^\infty$ error</td>
</tr>
<tr>
<td>N</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.344E-005</td>
</tr>
<tr>
<td>160</td>
<td>7.536E-008</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$ error</td>
<td>$L^\infty$ error</td>
</tr>
<tr>
<td>N</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>2.564E-008</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$ error</td>
<td>$L^\infty$ error</td>
</tr>
<tr>
<td>N</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>8.014E-005</td>
</tr>
<tr>
<td>80</td>
<td>1.907E-005</td>
</tr>
<tr>
<td>160</td>
<td>4.965E-007</td>
</tr>
<tr>
<td>320</td>
<td>3.821E-008</td>
</tr>
</tbody>
</table>
4.2 Interaction between shocks and moving rigid bodies

In the following three examples, the time step $\Delta t$ is taken as

$$\Delta t = \min \left( \frac{0.6}{\lambda_x/\Delta x + \lambda_y/\Delta y + \lambda_d(1/\Delta x^2 + 1/\Delta y^2)}, \frac{\Delta x}{\max(|u_b|)}, \frac{\Delta y}{\max(|v_b|)} \right),$$

with $\lambda_x = \max_{ij} |u_{i,j}| + c$, $\lambda_y = \max_{ij} |v_{i,j}| + c$, and $\lambda_d = \max(\frac{1}{Re\rho}, \frac{4}{3Re\rho}, \frac{\gamma}{PrRe\rho})$.

**Example 6.** This example is the viscous flow version of Example 5 in [23] and Example 2 in [4]. We consider the interaction of shock wave and cylinder in a two-dimensional viscous fluid. The computational domain is $[0, 1] \times [0, 0.2]$. The horizontally moving shock wave is initially placed at the position of $x = 0.08$. A cylinder with radius $R_b = 0.05$ and surface density $\sigma = 10.77$ is immersed in the fluid, and the initial center position is $(0.15, 0.05)$.

The governing equation is a dimensionless compressible Navier-Stokes equation. The left boundary and the right boundary of the computational domain are the inflow boundary and the outflow boundary, respectively. The upper and lower boundaries are reflective boundaries. The classical boundary treatments are applied on these outer lines. On the cylindrical wall $\Gamma(t)$, the isothermal no-slip wall boundary condition (3.6) is employed with the cylinder wall temperature $T_b = \frac{5}{7}$ (which is the temperature of the flow field at the right side of the initial shock). In our computation, $Pr = 0.7$ and $\gamma = 1.4$.

The numerical results of different time, different $Re$ and Mach number $Ma_s$ under $\Delta x = \Delta y = \frac{1}{640}$ grid are shown in Figure 2 and Figure 3. It is observed that our scheme is stable for all cases.

For $Re = 1000$ and $Ma_s = 3$, the trajectory of the center under grids of different scales is shown in Figure 4. We can see that as the mesh is refined, the position of the center converges.

**Example 7.** Next, we replace the cylinder in Example 6 with a two-dimensional airfoil. Again, the computational domain is $[0, 1] \times [0, 0.2]$, and the grid width is $\Delta x = \Delta y = 1/640$. The chord of the airfoil is $c_0 = 0.05$, and the area density is $\sigma=10.77$. The
initial centroid position of the airfoil at the initial time is (0.15, 0.05), and the parameter equation of the airfoil is:

\[
\begin{align*}
    x &= s + 0.15 \\
    y &= f^{\pm}(s) + 0.05
\end{align*}
\]

where \( s \in [-a_0c_0, c_0 - a_0c_0] \) and

\[
f^{\pm}(s) = \pm 0.6c_0(0.2969\sqrt{s_0} - 0.126s_0 - 0.3516s_0^2 + 0.28433s_0^3 - 0.1015s_0^4)
\]

with \( s_0 = \frac{s + a_0c_0}{c_0} \).

Figure 2: Example 6: Pressure contours (53 contours from 2 to 28), \( Ma_s = 3 \)

Figure 3: Example 6: Pressure contours (53 contours from 2 to 108), \( Ma_s = 6 \)
Figure 4: Example 6: The trajectory of the circle center calculated under the grid of $\Delta x = \Delta y = 1/160, 1/320, 1/640, 1/1280$.

The same as in Example 6, the initial position of the shock wave is $x = 0.08$. The numerical results at different times, different $Re$ and $Ma_s$ under the grid of $\Delta x = \Delta y = \frac{1}{640}$ are shown in Figure 5 and Figure 6. These indicate that our scheme can deal with the non-circle boundary well.

Figure 5: Example 7: Pressure contours (53 contours from 2 to 14), $Ma_s = 3$

**Example 8.** Finally, we would like to simulate the Kármán vortex street. Consider the interaction between the shock wave and the cylinder. The computational domain
(a) $Re=10^7$, $t=0.07293$.  
(b) $Re=10^7$, $t=0.16410$.  
(c) $Re=1000$, $t=0.07293$.  
(d) $Re=1000$, $t=0.16410$.  
(e) $Re=500$, $t=0.07293$.  
(f) $Re=500$, $t=0.16410$.

Figure 6: Example 7: Pressure contours (53 contours from 2 to 63), $Ma_s = 6$

is $[0,4.0] \times [0,1.0]$, and the mesh is divided into $\Delta x = \Delta y = 1/160$. The initial shock wave position is $x = 0.08$, with Mach number $Ma_s = 2.0$. We set the Reynolds number as $Re = 500$. The initial position of the center of the cylinder is $(0.2,0.4)$, with radius $R_b = 0.05$, and the surface density is $\sigma = 5000$. The main difference from Example 7 is that we set upper and lower boundaries as adiabatic no-slip boundary. The numerical results at different moments are shown in Figure 7 and 8. We can see that our scheme can simulate the structures well.

Figure 7: Example 8: Streamline at different moments

(a) $t=1.012$  
(b) $t=7.988$  
(c) $t=15.5077$
Figure 8: Example 8: The contour of vorticity

5 Conclusion

In this paper we consider the numerical boundary conditions for high order finite difference schemes on Cartesian meshes to solve convection-diffusion equations in time-varying complex domains. Our method is an extension of the so-called inverse Lax-Wendroff procedure proposed in [14] for convection-diffusion equations in static geometries, in which a convex combination of boundary treatments for the diffusion-dominated and the convection-dominated cases was developed to obtain a stable and accurate boundary condition for general convection-diffusion equations. For moving boundaries, we convert material derivatives to spatial derivatives in the ILW procedure instead of using the Eulerian time derivatives in the ILW procedure in [14]. Moreover, our methodology gives a new definition of the weights to avoid zero denominator, such that the algorithm can be applied to solving pure convection and pure diffusion cases as well. To maintain high
order accuracy in time, we employ the special time matching technique at the two intermediate Runge-Kutta stages. New treatment for the mixed derivatives at boundaries is designed to maintain high order accuracy and to reduce the computational cost. We also consider interactions between compressible viscous flows and moving rigid bodies. Numerical results show the high order accuracy and efficiency of our schemes. Our future work is to extend this method to convection-diffusion equations with Neumann boundary conditions.
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