Third order implicit-explicit Runge-Kutta local discontinuous
Galerkin methods with suitable boundary treatment for
convection-diffusion problems with Dirichlet boundary
conditions

Haijin Wang† Qiang Zhang‡ Chi-Wang Shu§

January 11, 2018

Abstract

To avoid the order reduction when third order implicit-explicit Runge-Kutta time
discretization is used together with the local discontinuous Galerkin (LDG) spatial
discretization, for solving convection-diffusion problems with time-dependent Dirichlet
boundary conditions, we propose a strategy of boundary treatment at each intermediate
stage in this paper. The proposed strategy can achieve optimal order of accuracy by
numerical verification. Also by suitably setting numerical flux on the boundary in the
LDG methods, and by establishing an important relationship between the gradient and
interface jump of the numerical solution with the independent numerical solution of the
gradient and the given boundary conditions, we build up the unconditional stability of
the corresponding scheme, in the sense that the time step is only required to be upper
bounded by a suitable positive constant, which is independent of the mesh size.
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1 Introduction

The local discontinuous Galerkin (LDG) method was introduced by Cockburn and Shu [10],
motivated by the work of Bassi and Rebay [4] for solving the compressible Navier-Stokes
equations. It was designed for solving convection-diffusion problems initially, and later it
gained wide applications in many high order partial differential equations, for example,
KdV-type equations [26], bi-harmonic equations [27, 11], the fifth order dispersion equation
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and so on. More applications of the LDG schemes can be found in the review article [25] and the reference therein.

With respect to the theoretical studies about LDG schemes, most of them pay attention to model problems with periodic boundary conditions (BCs), as far as the authors know. Since many applications in practice are non-periodic, it is important to study LDG schemes in non-periodic situations. For convection-diffusion problems with Dirichlet BCs, optimal error estimate of the semi-discrete LDG method has been studied in [8]. Wang and Zhang [23] presented an optimal error estimate for a fully-discrete LDG scheme, where the third order total variation diminishing (TVD) explicit Runge-Kutta (RK) method [19, 13] was adopted in time-discretization, and suitable boundary treatment at each intermediate stage of explicit third order RK time marching was proposed.

As for convection-diffusion problems, explicit RK methods are stable and efficient for solving convection-dominated problems. However, for problems which are not convection-dominated, explicit time discretization will suffer from a stringent time step restriction for stability [24]. To overcome the small time step restriction, we considered a type of implicit-explicit (IMEX) RK schemes [3] in [21, 22], where the convection and diffusion parts were treated explicitly and implicitly, respectively. The corresponding IMEX-LDG schemes were shown to be unconditionally stable for periodic BCs.

In this paper, we consider the third order IMEX RK time-discretization [5] coupled with LDG spatial discretization for one-dimensional convection-diffusion problems with time-dependent Dirichlet BCs. Stability as well as error estimates will be investigated. The main difficulties come from two aspects, one is about how to set numerical flux on element interfaces, the other is about how to avoid the order reduction due to improper boundary treatment at each intermediate stage of high order (≥ 3) IMEX RK schemes.

The first difficulty has been overcome by Castillo et al. in [8], where a suitable numerical flux was defined to ensure the stability and optimal error estimates of the semi-discrete LDG scheme. In this paper we will adopt a similar numerical flux as in [8], based on which we establish an important relationship between the gradient and interface jump of the numerical solution with the independent numerical solution of the gradient and the given boundary conditions, which plays a key role in stability and error analysis.

To put the second difficulty in proper perspective, let us briefly describe the background of order reduction. It occurs when a RK method is used together with the method of lines for the fully discretization of an initial boundary value problem [12, 18, 20, 14]. To recover the full order of accuracy, researchers have proposed several strategies of boundary corrections for explicit and implicit RK methods. Some representative works for explicit RK methods are in [7, 1, 17, 6, 28], and a representative work for implicit RK methods is [2]. The ideas of boundary remedies for explicit and implicit methods are essentially the same, i.e., to examine the truncation errors made by the s-th order RK method when no intermediate-stage boundary conditions are enforced, and then to mimic these errors to at least s-th order when prescribing boundary conditions [17].

However, there has been no such work on boundary corrections for IMEX RK methods, to the best of our knowledge. The main difficulty lies in that, the time discretization for convection and diffusion are different, the conversion between spatial and temporal derivatives are not trivial, compared with the fully explicit or implicit situations, so it is rather difficult to derive consistent intermediate boundary conditions [7] solely from the physical
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boundary condition and its derivatives. Similar difficulty occurs when using inverse Lax-Wendroff procedure for numerical boundary conditions of convection-diffusion equations [15]. Nevertheless, the ideas of boundary remedies for explicit and implicit methods can be adopted here. In this paper, we will propose a strategy of boundary corrections for the third order IMEX RK method [5]. Even though we are not able to prove the optimal error estimates in time for the proposed scheme, it behaves very well in numerical experiments.

The remaining of this paper is organized as follows. In Section 2 we present the semi-discrete and fully-discrete LDG scheme for the model problem. A strategy of boundary treatment and the corresponding numerical results are given in Section 3. Sections 4 is about the stability and error estimates for the corresponding scheme. Finally, we give concluding remarks in Section 5.

2 The LDG method

2.1 The semi-discrete LDG scheme

In this subsection we present the definition of semi-discrete LDG schemes for the linear convection-diffusion problem with time-dependent Dirichlet boundary condition

\[ U_t + c U_x = d U_{xx}, \quad (x, t) \in Q_T = (a, b) \times (0, T], \]
\[ U(x, 0) = U_0(x), \quad x \in \Omega = (a, b), \]
\[ U(a, t) = U_a(t), \quad U(b, t) = U_b(t), \quad t \in (0, T]. \] (2.1)

Here the constants \(c\) and \(d > 0\) are convection and diffusion coefficients, respectively. Without loss of generality, we assume \(c > 0\) in this paper. The initial solution \(U_0(x)\) is assumed to be in \(L^2(\Omega)\).

Let \(Q = \sqrt{d} U_x\) and define \((h_U^c, h_U^d, h_Q) := (c U, -\sqrt{d} Q, -\sqrt{d} U)\). The LDG scheme starts from the following equivalent first-order differential system

\[ U_t + (h_U^c)_{x} + (h_U^d)_{x} = 0, \quad Q + (h_Q)_{x} = 0, \quad (x, t) \in Q_T, \] (2.2)

with the same initial condition (2.1b) and boundary condition (2.1c).

Let \(T_h = \{ I_j = (x_{j-1}, x_j) \}_{j=1}^N \) be the partition of \(\Omega\), where \(x_0 = a\) and \(x_N = b\) are the two boundary endpoints. Denote the cell length as \(h_j = x_j - x_{j-1}\) for \(j = 1, \ldots, N\), and define \(h = \max_j h_j\). We assume \(T_h\) is quasi-uniform in this paper, that is, there exists a positive constant \(\rho\) such that for all \(j\) there holds \(h_j / h \geq \rho\), as \(h\) goes to zero.

Associated with this mesh, we define the discontinuous finite element space

\[ V_h = \{ v \in L^2(\Omega) : v|_{I_j} \in P_k(I_j), \forall j = 1, \ldots, N \}, \] (2.3)

where \(P_k(I_j)\) denotes the space of polynomials in \(I_j\) of degree at most \(k\). Note that the functions in this space are allowed to have discontinuities across element interfaces. At each element interface point, for any piecewise function \(p\), there are two traces along the right-hand and left-hand, denoted by \(p^+\) and \(p^-\), respectively. The jump is denoted by \([p] = p^+ - p^-\).
The semi-discrete LDG scheme is defined as follows: for any $t > 0$, find the numerical solution $w(t) := (u(t), q(t)) \in V_h \times V_h$ (where the argument $x$ is omitted), such that

$$
(u_t, v)_j = H_j(u, v) + L_j(w, v),
$$

$$
(q, r)_j = K_j(u, r),
$$

hold in each cell $I_j$, $j = 1, \ldots, N$, for any test functions $z = (v, r) \in V_h \times V_h$. Here $(\cdot, \cdot)_j$ is the inner product in $L^2(I_j)$ and

$$
H_j(u, v) = (h^c_u, v)_j - (\hat{h}^c_u)_j v^-_j + (\hat{h}^c_u)_{j-1} v^+_j,
$$

$$
L_j(w, v) = (h^d_u, v)_j - (\hat{h}^d_u)_j v^-_j + (\hat{h}^d_u)_{j-1} v^+_j,
$$

$$
K_j(u, r) = (h_q, r)_j - (\hat{h}_q)_j r^-_j + (\hat{h}_q)_{j-1} r^+_j,
$$

where $\hat{h}^c_u, \hat{h}^d_u$ and $\hat{h}_q$ are numerical flux defined at every element boundary point. Let $g_a = U_a$ and $g_b = U_b$ be given Dirichlet boundary conditions, we would like to define the numerical flux in the similar way as that in [8, 23], which is listed in Table 1.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$j = 0$</th>
<th>$j = 1, \ldots, N-1$</th>
<th>$j = N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h^c_u$</td>
<td>$c_{ga}$</td>
<td>$c_{ju}$</td>
<td>$c_{u,N}$</td>
</tr>
<tr>
<td>$\hat{h}^d_u$</td>
<td>$-\sqrt{d} g^+_b$</td>
<td>$-\sqrt{d} q^+_j$</td>
<td>$-\sqrt{d} \left[ q_N - \sqrt{d} (u^-_N - g_b) \right]$</td>
</tr>
<tr>
<td>$\hat{h}_q$</td>
<td>$-\sqrt{d} g_a$</td>
<td>$-\sqrt{d} u^-_j$</td>
<td>$-\sqrt{d} g_b$</td>
</tr>
</tbody>
</table>

In (2.4) and below, we drop the argument $t$ if there is no confusion. The initial condition $u(x, 0)$ can be taken as any approximation of the given initial solution $U_0(x)$, for example, the local Gauss-Radau projection of $U_0(x)$. Please refer to (4.24) for more details. We have now defined the semi-discrete LDG scheme.

To write the above scheme in compact form, we denote by

$$
(v, w) = \sum_{j=1}^{N} (v, w)_j
$$

the inner product in $L^2(\Omega)$, and by

$$
\langle v, w \rangle = \sum_{j=1}^{N-1} v_j w_j
$$

the $L^2$-inner product on all interior mesh grids, and denote $g = (g_a, g_b)$. Summing up the variational formulations (2.4) over $j = 1, 2, \ldots, N$, we can get the semi-discrete LDG scheme in global form: for any $t > 0$, find the numerical solution $w = (u, q) \in V_h \times V_h$, such that

$$
(u_t, v) = \mathcal{H}(g; u, v) + \mathcal{L}(g; w, v),
$$

$$
(q, r) = \mathcal{K}(g; u, r),
$$

(2.6a)

(2.6b)
hold for any \( z = (v, r) \in V_h \times V_h \). Here \( \Xi = \sum_{j=1}^{N} \Xi_j \) for \( \Xi = \mathcal{H}, \mathcal{L}, \mathcal{K} \). For convenience of further analysis, we would like to divide these operators into two parts, i.e, the interior part and the boundary part, to be specific

\[
\mathcal{H}(g; u, v) = \mathcal{H}_{\text{int}}(u, v) + \mathcal{H}_{\text{bry}}(g; v),
\]

\[
\mathcal{L}(g; w, v) = \mathcal{L}_{\text{int}}(w, v) + \mathcal{L}_{\text{bry}}(g; v),
\]

\[
\mathcal{K}(g; u, r) = \mathcal{K}_{\text{int}}(u, r) + \mathcal{K}_{\text{bry}}(g; r),
\]

where

\[
\mathcal{H}_{\text{int}}(u, v) = c \left[ (u, v_x) + \langle u^-, v \rangle - u^-_N v_N^- \right] = c \left[ -(u_x, v) - \langle [u], v^+ \rangle - u^+_0 v^+_0 \right], \tag{2.7a}
\]

\[
\mathcal{L}_{\text{int}}(w, v) = -\sqrt{d} \left[ (q, v_x) + \langle q^+, v \rangle - q_N^- v_N^- + q_0^+ v_0^+ \right] - \frac{d}{\mu h} u^-_N v_N^- , \tag{2.7b}
\]

\[
\mathcal{K}_{\text{int}}(u, r) = -\sqrt{d} \left[ (u, r_x) + \langle u^-, r \rangle \right] ; \tag{2.7c}
\]

and

\[
\mathcal{H}_{\text{bry}}(g; v) = cg_a v_0^+, \quad \mathcal{L}_{\text{bry}}(g; v) = \frac{d}{\mu h} g_v v_N^- , \quad \mathcal{K}_{\text{bry}}(g; r) = \sqrt{d} (g_0 r_N^- - g_a r_0^+). \tag{2.7d}
\]

### 2.2 Properties of the LDG spatial discretization

In this subsection, we give some properties of the LDG scheme (2.6). Let us first introduce some notations. We define

\[
[v]_{\text{int}}^2 = \sum_{j=1}^{N-1} [v]_{j-1}^2, \quad \text{and} \quad [v]^2 = [v]_{\text{int}}^2 + (v^-_N)^2 + (v^+_0)^2, \tag{2.8}
\]

for arbitrary \( v \) belonging to the (mesh-dependent) broken Sobolev space

\[
H^1(T_h) = \{ \phi \in L^2(\Omega) : \phi|_{I_j} \in H^1(I_j), \forall j = 1, \ldots, N \}. \]

For any function \( v \in V_h \), we have the inverse inequality

\[
\|v\|_{\partial I_j} \leq \sqrt{\mu h^{-1}} \|v\|_{I_j}, \quad \forall j = 1, 2, \cdots, N, \tag{2.9}
\]

where \( \|v\|_{\partial I_j} = \sqrt{(v^-_{j-1})^2 + (v^+_j)^2} \) is the \( L^2 \)-norm on the boundary of \( I_j \), \( \|v\|_{I_j} \) is the \( L^2 \)-norm in \( I_j \), and \( \mu > 0 \) is the inverse constant which is independent of \( v, h \) and \( j \).

Next we present the following properties of LDG spatial discretization.

**Lemma 2.1.** For any \( w \in H^1(T_h) \) and \( z_1 = (v_1, r_1) \), \( z_2 = (v_2, r_2) \) belonging to \( H^1(T_h) \times H^1(T_h) \), there hold the following equalities

\[
\mathcal{H}_{\text{int}}(w, w) = -\frac{c}{2} [w]^2, \tag{2.10}
\]

\[
\mathcal{L}_{\text{int}}(z_1, v_2) + \mathcal{K}_{\text{int}}(v_2, r_1) = -\frac{d}{\mu h} v^-_1 v^-_N , \tag{2.11}
\]
Lemma 2.3. For any $v, r \in V_h$, we get

\[
\mathcal{H}_{\text{int}}(w, w) = c \left[ (w, w_x) + \langle w^-, [w] \rangle - (w_N^-)^2 \right]
\]

\[= \frac{c}{2} \left[ (w_N^-)^2 - \langle [w^2], 1 \rangle - (w_0^+)^2 \right] + c \langle w^-, [w] \rangle - c(w_N^-)^2 \]

\[= - \frac{c}{2} \left[ (w_N^-)^2 + \langle [w], [w] \rangle + (w_0^+)^2 \right] = - \frac{c}{2} [w]^2. \tag{2.12}\]

From (2.7b) and (2.7c), we get

\[
\mathcal{L}_{\text{int}}(z_1, v_2) + \mathcal{K}_{\text{int}}(v_2, r_1)
\]

\[= -\sqrt{d} \left[ \langle (r_1, (v_2)_x \rangle + \langle (r_1)^+, [v_2] \rangle - r_{1,N}^- v_{2,N}^- + r_{1,0}^+ v_{2,0}^+ \right] \]

\[= -\sqrt{d} \left[ \langle (v_2, (r_1)_x \rangle + \langle (v_2)^-, [r_1] \rangle \right] - \frac{d}{h} v_{1,N}^- v_{2,N}^- \]

\[= - \frac{d}{h} v_{1,N}^- v_{2,N}^- , \tag{2.13}\]

by integrating by parts.

\[\Box\]

Corollary 2.1. For any $z = (v, r) \in H^1(T_h) \times H^1(T_h)$, we have

\[
\mathcal{L}_{\text{int}}(z, v) + \mathcal{K}_{\text{int}}(v, r) = -\frac{d}{h} (v_N^-)^2. \tag{2.14}\]

By simply using the Cauchy-Schwarz inequality and the inverse inequality (2.9), we can directly obtain the following two lemmas whose proofs are trivial, so we omit the details to save space.

Lemma 2.2. For any $w, v \in V_h$, there hold the following inequalities

\[
|\mathcal{H}_{\text{int}}(w, v)| \leq c \left( \|w_x\| + \sqrt{\mu h^{-1}} \| [w]_{\text{int}} + |w_0^+| \| v \|, \right. \tag{2.15a}
\]

\[
|\mathcal{H}_{\text{int}}(w, v)| \leq c \left( \|v_x\| + \sqrt{\mu h^{-1}} \| [v]_{\text{int}} + |v_N^-| \| w \|. \right. \tag{2.15b}
\]

Lemma 2.3. For any $v, r \in V_h$, we have

\[
|\mathcal{H}_{\text{bry}}(g; v)| \leq c \sqrt{\mu h^{-1}} |g_a| \|v\|, \tag{2.16}
\]

\[
|\mathcal{L}_{\text{bry}}(g; v)| \leq \frac{d}{h} |g_0| v_N^- \|r\|, \tag{2.17}
\]

\[
|\mathcal{K}_{\text{bry}}(g; r)| \leq \sqrt{d} \sqrt{\mu h^{-1}} (|g_a| + |g_0|) \|r\|. \tag{2.18}
\]

The next lemma establishes the important relationship between $\|u_x\|$, $[u]$ and $\|q\|$, which plays a key role in the stability analysis.

Lemma 2.4. Suppose $w = (u, q) \in V_h \times V_h$ is the solution of the scheme (2.6), then there exists a positive constant $C_\mu$ independent of $h$ but maybe depending on the inverse constant $\mu$, such that

\[
\|u_x\| + \sqrt{\mu h^{-1}} (\|u\|_{\text{int}} + |u_0^+|) \leq C_\mu \frac{\|q\|}{\sqrt{a}} + \sqrt{\mu h^{-1}} (|g_a| + |g_0| + |u_N^-|). \tag{2.19}
\]
Proof. From (2.4b), (2.5c) and the definition of the numerical flux $\hat{h}_q$ defined in Table 1, we have

$$
(q, r)_j = \begin{cases} 
-\sqrt{d} \left( (u, r_x)_1 - u_1^- r_1^+ + g_a r_0^+ \right), & j = 1, \\
-\sqrt{d} \left( (u, r_x)_j - u_j^- r_j^+ + u_{j-1}^- r_{j-1}^+ \right), & j = 2, \cdots, N - 1, \\
-\sqrt{d} \left( (u, r_x)_N - g_b r_N^- + u_{N-1}^- r_{N-1}^+ \right), & j = N.
\end{cases}
$$

Integrating by parts gives rise to

$$
(q, r)_j = \begin{cases} 
\sqrt{d} \left( (u, r)_1 + (u_0^+ - g_a) r_0^+ \right), & j = 1, \\
\sqrt{d} \left( (u, r)_j + \|u\|_{j-1} r_{j-1}^+ \right), & j = 2, \cdots, N - 1, \\
\sqrt{d} \left( (u, r)_N + \|u\|_{N-1} r_{N-1}^+ + (g_b - u_N^-) r_N^- \right), & j = N.
\end{cases} \tag{2.20}
$$

From Lemma 2.4 in [21], we can get

$$
\|u_x\|_{I_j} + \sqrt{\mu h^{-1}} \|u\|_{j-1} \leq \frac{C_{d, \mu}}{\sqrt{d}} \|q\|_{I_j}, \tag{2.21}
$$

for $j = 2, \cdots, N - 1$. Similarly, we can derive

$$
\|u_x\|_{I_1} + \sqrt{\mu h^{-1}} \|u_0^+\| \leq \frac{C_{d, \mu}}{\sqrt{d}} \|q\|_{I_1} + \sqrt{\mu h^{-1}} |g_a|. \tag{2.22}
$$

To obtain the result for $j = N$, we first take

$$
r(x) = u_x(x) + (-1)^k u_x^+(x_{N-1}) L_k(\xi),
$$
in (2.20) for $j = N$, with $\xi = \frac{2x - (x_{N-1} + x_N)}{h_N}$, where $L_k(\xi)$ is the standard Legendre polynomial of degree $k$ in $[-1, 1]$. It is obvious that $(u_x, r)_N = \|u_x\|_{I_N}^2$ since $(u_x, L_k)_N = 0$, and $r_{N-1}^+ = 0$, $r_N^- = (u_N^-)_N - (-1)^k (u_x^-)_N$ because $L_k(-1) = (-1)^k$ and $L_k(1) = 1$. Then we have

$$
\|u_x\|_{I_N}^2 = \frac{1}{\sqrt{d}} \left( (q, r)_N - (g_b - u_N^-) r_N^- \right)
\leq \frac{C_{d, \mu}}{\sqrt{d}} \|q\|_{I_N} \|u_x\|_{I_N} + \sqrt{\mu h^{-1}} (|u_N^-| + |g_b|) \|u_x\|_{I_N},
$$
due to the inverse inequality (2.9) and the fact that $\|L_k\|_{I_N} \leq Ch^{1/2}$. Hence

$$
\|u_x\|_{I_N} \leq \frac{C_{d, \mu}}{\sqrt{d}} \|q\|_{I_N} + \sqrt{\mu h^{-1}} (|u_N^-| + |g_b|). \tag{2.23}
$$

Then taking $r = 1$ in (2.20) for $j = N$, we obtain

$$
\|u\|_{N-1} = \frac{1}{\sqrt{d}} \left( (q, 1)_N - (u_x, 1)_N - (g_b - u_N^-) \right).
$$

Thus it follows from Cauchy-Schwarz inequality that

$$
\|u\|_{N-1} \leq Ch^{1/2} \left( \frac{1}{\sqrt{d}} \|q\|_{I_N} + \|u_x\|_{I_N} \right) + (|u_N^-| + |g_b|).
As a result, from (2.23) we have
\[
\|u_x\|_{I_N} + \sqrt{\mu h^{-1}}|\|u\|_{N-1}| \leq \frac{C_n}{\sqrt{d}} \|q\|_{I_N} + \sqrt{\mu h^{-1}}(|u_N| + |g_N|).
\]

(2.24)

At last, combining the above results and summing up over \( j = 1, \cdots, N \), we get the desired result (2.19).

2.3 Fully discrete IMEX LDG scheme

In this paper we would like to adopt the third order IMEX RK time marching method [5] to update the semi-discrete LDG scheme (2.6). We call the corresponding fully-discrete LDG scheme as the IMEX-RK3-LDG scheme in this paper.

Let \( \{t^n = n\tau\}_{n=0}^M \) be an uniform partition of the time interval \([0, T]\), with time step \( \tau \). The time step could actually change from step to step, but in this paper we take it as a constant for simplicity. Given \((u^n, q^n)\), we would like to find the numerical solution at the next time level \( t^{n+1} \), through three intermediate solutions \((u^{n,\ell}, q^{n,\ell})\), \( \ell = 1, 2, 3 \). In detail, for any function \((v, r) \in V_h \times V_h\)

\[
(u^{n,\ell}, v) = (u^n, v) + \tau \sum_{i=0}^{3} [a_{\ell i} H(g^{n,i}; u^{n,i}, v) + \hat{a}_{\ell i} L(g^{n,i}; w^{n,i}, v)],
\]

(2.25a)

\[
(u^{n+1}, v) = (u^n, v) + \tau \sum_{i=0}^{3} [b_i H(g^{n,i}; u^{n,i}, v) + \hat{b}_i L(g^{n,i}; w^{n,i}, v)],
\]

(2.25b)

\[
(q^{n,\ell}, r) = K(g^{n,\ell}; u^{n,\ell}, r), \quad \text{for} \quad \ell = 1, 2, 3,
\]

(2.25c)

where the coefficients are given in the following table

\[
\begin{array}{|c|c|c|c|c|}
\hline
a_{\ell i} & \gamma & 0 & 0 & 0 \\
\hline
\frac{1+\gamma}{2} - \alpha_1 & \alpha_1 & 0 & 0 & 0 \\
0 & 1 - \alpha_2 & \alpha_2 & 0 & 0 \\
\hline
\end{array}
\quad
\begin{array}{|c|c|c|c|}
\hline
\hat{a}_{\ell i} & \gamma & 0 & 0 \\
\hline
0 & 1-\gamma & \gamma & 0 \\
0 & \beta_1 & \beta_2 & \gamma \\
\hline
\end{array}
\quad
\begin{array}{|c|c|c|c|}
\hline
b_i & 0 & \beta_1 & \beta_2 \\
\hline
0 & \beta_1 & \beta_2 & \gamma \\
\hline
\end{array}
\]

(2.26)

The left half of the table lists \( a_{\ell i} \) and \( b_i \), with the columns from left to right corresponding to \( i = 0, 1, 2, 3 \), and the first three rows from top to bottom corresponding to \( \ell = 1, 2, 3 \). Similarly, the right half lists \( \hat{a}_{\ell i} \) and \( \hat{b}_i \). Noting that we use explicit time discretization for the operator \( H \) since \( a_{\ell i} = 0 \) for all \( i \geq \ell \), and we use diagonally implicit time discretization for the operator \( L \), where \( \hat{a}_{\ell i} = \gamma \) and \( \hat{a}_{\ell i} = 0 \) for all \( i > \ell \).

In the above time discretization scheme, \( \gamma \approx 0.435866521508459 \) is the middle root of \( 6x^3 - 18x^2 + 9x - 1 = 0 \). And \( \beta_1 = -\frac{3}{2}\gamma^2 + 4\gamma - \frac{1}{4} \), \( \beta_2 = \frac{3}{2}\gamma^2 - 5\gamma + \frac{5}{4} \). The parameter \( \alpha_1 \) is chosen as \(-0.35\) and \( \alpha_2 = \frac{\frac{5}{4} - 2\gamma^2 - 2\beta_2 \alpha_1 \gamma}{\gamma(1-\gamma)}\). Compared with other third order IMEX-RK schemes [3, 16], the advantage of this scheme is that there are fewer intermediate stages for the implicit part, and hence it is more efficient.

The notation \( g^{n,\ell} = (g^{n,\ell}_a, g^{n,\ell}_b) \) is used to represent the numerical boundary conditions at \( x = a \) and \( x = b \) at each intermediate time level \( t^{n,\ell} \). As we have mentioned, improper boundary treatment may affect the accuracy of the scheme. So the setting of \( g^{n,\ell} \) is one of the most important aspects of this paper, which will be discussed in next section.
3 Strategy of boundary treatment

In this section, we will propose a boundary treatment strategy for the IMEX-RK3-LDG scheme (2.25), by firstly studying the boundary treatment for purely implicit third order scheme, i.e., the implicit part of (2.25). To simplify notations, we use $u(x,t)$ to denote the exact solution and $g(t)$ to denote the given boundary condition in this section, these notations are only valid in this section.

3.1 The purely implicit case

To make the idea clear enough, we consider the linear diffusion problem

$$u_t = u_{xx}$$

with boundary conditions

$$u|_{\partial\Omega} = g(t).$$

The third order implicit scheme implemented in interior reads as follows

$$u^{n,1} = u^n + \gamma \tau u^n_{xx}, \quad (3.1a)$$
$$u^{n,2} = u^n + \frac{1 - \gamma}{2} \tau u^n_{xx} + \gamma \tau u^n_{xx}, \quad (3.1b)$$
$$u^{n,3} = u^n + \beta_1 \tau u^n_{xx} + \beta_2 \tau u^n_{xx} + \gamma \tau u^n_{xx}, \quad (3.1c)$$
$$u^{n+1} = u^{n,3}, \quad (3.1d)$$

where $\beta_1 + \beta_2 + \gamma = 1$. Replacing $u_{xx}^{n,\ell}$ with $u_t^{n,\ell}$ (only consider intermediate stages), we get

$$u^{n,1} = u^n + \gamma \tau u_t^{n,1}, \quad (3.2a)$$
$$u^{n,2} = u^n + \frac{1 - \gamma}{2} \tau u_t^{n,1} + \gamma \tau u_t^{n,2}, \quad (3.2b)$$
$$u^{n,3} = u^n + \beta_1 \tau u_t^{n,1} + \beta_2 \tau u_t^{n,2} + \gamma \tau u_t^{n,3}. \quad (3.2c)$$

Letting $u_t^{n,\ell} \approx u_t(t^{n,\ell})$ and extending the above scheme up to boundary, we get the strategy of boundary treatment at intermediate stages

$$g^{n,1}_m = g(t^n) + \gamma \tau g_t(t^{n,1}), \quad (3.3a)$$
$$g^{n,2}_m = g(t^n) + \frac{1 - \gamma}{2} \tau g_t(t^{n,1}) + \gamma \tau g_t(t^{n,2}), \quad (3.3b)$$
$$g^{n,3}_m = g(t^n) + \beta_1 \tau g_t(t^{n,1}) + \beta_2 \tau g_t(t^{n,2}) + \gamma \tau g_t(t^{n,3}), \quad (3.3c)$$

where $t^{n,1} = t^n + \gamma \tau, t^{n,2} = t^n + \frac{1 + \gamma}{2} \tau, t^{n,3} = t^n + \tau$.

Suppose $u$ is smooth enough so that Taylor expansion can be carried out. From (3.2), we get $u_t^{n,\ell} = u_t(t^{n,\ell}) + O(\tau^2)$ by Taylor expansion, so we have

$$g^{n,\ell}_m = g^{n,\ell}_m + O(\tau^3), \quad (3.4)$$

where $g^{n,\ell}_m$ is the corresponding reference boundary condition.
In Table 2 we list errors and orders of accuracy for the IMEX-RK3-LDG scheme (2.25) with the boundary treatment (3.3), for solving $u_t = u_{xx}$ on $[-1, 1]$ with Dirichlet boundary conditions which are given by the exact solution $u(x, t) = e^{-t} \sin(x)$. The computing time is $T = 5$, time step is $\tau = 0.5h$ and piecewise quadratic polynomials are used in the spatial discretization. We also test the conventional treatment

$$g_{i}^{n,\ell} = g(t^{n,\ell}), \quad \text{for} \quad \ell = 1, 2, 3$$

as a comparison. From the table we can observe that the conventional treatment will lose accuracy while the proposed strategy (3.3) can recover the third order accuracy.

<table>
<thead>
<tr>
<th>N</th>
<th>strategy (3.3)</th>
<th>strategy (3.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_\infty$ error</td>
<td>$L_\infty$ order</td>
</tr>
<tr>
<td>20</td>
<td>1.16E-07 -</td>
<td>4.15E-08 -</td>
</tr>
<tr>
<td>40</td>
<td>1.42E-08 3.02</td>
<td>5.19E-09 3.00</td>
</tr>
<tr>
<td>80</td>
<td>1.73E-09 3.00</td>
<td>6.51E-10 2.99</td>
</tr>
<tr>
<td>160</td>
<td>2.22E-10 3.00</td>
<td>1.02E-11 2.99</td>
</tr>
<tr>
<td>320</td>
<td>2.78E-11 3.00</td>
<td>1.02E-11 2.99</td>
</tr>
<tr>
<td>640</td>
<td>3.48E-12 3.00</td>
<td>1.28E-12 3.00</td>
</tr>
</tbody>
</table>

3.2 The implicit-explicit case

In this subsection, we consider the simple linear convection-diffusion model problem

$$u_t = cu_x + du_{xx}$$

with boundary condition

$$u|_{\partial \Omega} = g(t),$$

where $c$ and $d > 0$ are coefficients of convection and diffusion, respectively. The third order IMEX RK scheme implemented in interior reads

\begin{align*}
    u^{n,1} &= u^n + \gamma \tau cu^n_x + \gamma \tau du^{n,1}_{xx}, \quad (3.6a) \\
    u^{n,2} &= u^n + \left( \frac{1 + \gamma}{2} - \alpha_1 \right) \tau cu^n_x + \alpha_1 \tau cu^n_x + \frac{1 - \gamma}{2} \tau du^{n,1}_{xx} + \gamma \tau du^{n,2}_{xx}, \quad (3.6b) \\
    u^{n,3} &= u^n + (1 - \alpha_2) \tau cu^n_x + \alpha_2 \tau cu^n_x + \beta_1 \tau du^{n,1}_{xx} + \beta_2 \tau du^{n,2}_{xx} + \gamma \tau du^{n,3}_{xx}, \quad (3.6c) \\
    u^{n+1} &= u^n + \beta_1 \tau (cu^n_x + du^{n,1}_{xx}) + \beta_2 \tau (cu^n_x + du^{n,2}_{xx}) + \gamma \tau (cu^n_x + du^{n,3}_{xx}). \quad (3.6d)
\end{align*}

We only need to consider the intermediate stages, we would like to take the first stage as an example to show the idea. Note that $u^{n,1}_t = cu^{n,1}_x + du^{n,1}_{xx}$, so from (3.6a) we have

\begin{align*}
    u^{n,1} &= u^n + \gamma \tau cu^n_x + \gamma \tau du^{n,1}_{xx} - \gamma \tau (u^{n,1}_x - u^n_x) \\
    &= u^n + \gamma \tau u^n_t - \gamma \tau (u^{n,1}_x - u^n_x).
\end{align*}
Taking derivative with respect to $x$ on both sides of (3.6a) we get

$$u_{xx}^{n,1} = u_x^n + \gamma \tau cu_{xx}^n + \gamma \tau du_{xxx}^n = u_x^n + \gamma \tau (cu_{xx}^n + du_{xxx}^n) + O(\tau^2).$$

Hence

$$u^{n,1} = u^n + \gamma \tau u_{t}^{n,1} - \gamma^2 \tau^2 c(cu_{xx}^n + du_{xxx}^n) + O(\tau^3). \quad (3.7a)$$

Similarly,

$$u^{n,2} = u^n + \frac{1-\gamma}{2} \tau u_{t}^{n,1} + \gamma \tau u_{t}^{n,2} + (\alpha_1 - 1) \gamma \tau^2 c(cu_{xx}^n + du_{xxx}^n) + O(\tau^3), \quad (3.7b)$$

$$u^{n,3} = u^n + \beta_1 \tau u_{t}^{n,1} + \beta_2 \tau u_{t}^{n,2} + \gamma \tau u_{t}^{n,3} + \gamma \tau^2 c(cu_{xx}^n + du_{xxx}^n) + O(\tau^3), \quad (3.7c)$$

where $\chi = (\alpha_2 - \beta_2) \frac{1+\gamma}{2} - (\alpha_2 + \beta_1)\gamma$.

**Remark 3.1.** Notice that the expressions in (3.7) contain derivatives with respect to spatial variable, so we have to approximate these derivatives $u_{xx}^n$, $u_{xxx}^n$ by their inner approximations when extending the above scheme to boundary. These extra terms prevent us from obtaining boundary corrections which solely contain the physical boundary condition and its derivatives, compared with fully explicit or implicit cases. Moreover, the approximations must be at least first order (in time) to recover third order accuracy of the scheme. However, approximations of these derivatives are done in space, hence, certain restrictions on the time step with respect to the mesh size may be required.

Letting $u_{t}^{n,\ell} \approx u_{t}^{(n,\ell)}$ and extending the inner scheme (3.7) up to the boundary, by taking suitable approximations for $u_{xx}^n$ and $u_{xxx}^n$, we get the strategy of boundary treatment for the third order IMEX RK scheme (4.19), which is a modification of (3.3) and is given as

$$g_{\text{imex}}^{n,\ell} = g_{\text{im}}^{n,\ell} + A_{\ell} \tau^2 R^n, \quad \text{for } \ell = 1, 2, 3, \quad (3.8)$$

where

$$A_1 = -\gamma^2, \quad A_2 = (\alpha_1 - 1)\gamma, \quad A_3 = \chi = (\alpha_2 - \beta_2) \frac{1+\gamma}{2} - (\alpha_2 + \beta_1)\gamma$$

and $R^n$ is any first order approximation of $c(cu_{xx}^n + du_{xxx}^n)$. Next we will give a method to approximate $u_{xx}^n$ and $u_{xxx}^n$ at the boundaries.

**Approximation for $u_{xx}^n$.** Since piecewise quadratic polynomials are always adopted in the spatial discretization to match the third order accuracy in time, we can approximate $u_{xx}$ by

$$u_{xx}(x_a) \approx P_{1}^n(x_a), \quad u_{xx}(x_b) \approx P_{N}^n(x_b), \quad (3.9)$$

where $x_a$ and $x_b$ are the boundary points, and $P_1$ and $P_N$ are the quadratic polynomials in the first and the last cells, respectively. This approximation is of order $O(h)$, so, to ensure the first order approximation in time, we require the time step $\tau = O(h)$ in the computation.

**Approximation for $u_{xxx}^n$.** Since $k = 2$, the second derivative of the numerical solution is piecewise constant on each cell, we can use the difference quotient of the second order
derivatives in neighboring cells to approximate \( u_{xxx} \) on the boundaries. For example, we can simply adopt

\[
\begin{align*}
    u_{xxx}(x_a) & \approx (P_2'' - P_1'')/h,
    u_{xxx}(x_b) & \approx (P_N'' - P_{N-1}'')/h.
\end{align*}
\]  

(3.10)

In Tables 3 and 4 we list the errors and orders of accuracy for the IMEX-RK3-LDG scheme (2.25) with the boundary treatment (3.8), for solving \( u_t = cu_x + u_{xx} \) on \([-1,1]\) with Dirichlet boundary conditions given by the exact solution \( u(x,t) = e^{-t}\sin(x + ct) \). The computing time is \( T = 5 \), time step is \( \tau = 0.1h \) for \( c = 1 \) and \( \tau = 0.5h \) for \( c = 0.1 \), piecewise quadratic polynomials is used in the spatial discretization. We also test the conventional treatment (3.5) as a comparison. From these tables we can observe that the conventional treatment will lose accuracy while the proposed strategy (3.8) can recover the third order accuracy.

### Table 3: Errors and orders of accuracy of strategies (3.8) and (3.5) for \( u_t = u_x + u_{xx} \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L^\infty ) error</th>
<th>( L^\infty ) order</th>
<th>( L^2 ) error</th>
<th>( L^2 ) order</th>
<th>( L^\infty ) error</th>
<th>( L^\infty ) order</th>
<th>( L^2 ) error</th>
<th>( L^2 ) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.00E-07</td>
<td>-</td>
<td>2.66E-08</td>
<td>-</td>
<td>5.65E-06</td>
<td>-</td>
<td>1.72E-06</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>1.28E-08</td>
<td>2.97</td>
<td>3.32E-09</td>
<td>3.00</td>
<td>1.57E-06</td>
<td>1.85</td>
<td>3.70E-07</td>
<td>2.22</td>
</tr>
<tr>
<td>80</td>
<td>1.62E-09</td>
<td>2.98</td>
<td>4.14E-10</td>
<td>3.00</td>
<td>4.22E-07</td>
<td>1.89</td>
<td>7.94E-08</td>
<td>2.22</td>
</tr>
<tr>
<td>160</td>
<td>2.05E-10</td>
<td>2.99</td>
<td>5.18E-11</td>
<td>3.00</td>
<td>1.11E-07</td>
<td>1.94</td>
<td>1.70E-08</td>
<td>2.22</td>
</tr>
<tr>
<td>320</td>
<td>2.58E-11</td>
<td>2.99</td>
<td>6.47E-12</td>
<td>3.00</td>
<td>2.90E-08</td>
<td>1.94</td>
<td>3.63E-09</td>
<td>2.23</td>
</tr>
<tr>
<td>640</td>
<td>3.24E-12</td>
<td>2.99</td>
<td>8.10E-13</td>
<td>3.00</td>
<td>7.45E-09</td>
<td>1.96</td>
<td>7.71E-10</td>
<td>2.23</td>
</tr>
</tbody>
</table>

### Table 4: Errors and orders of accuracy of strategies (3.8) and (3.5) for \( u_t = 0.1u_x + u_{xx} \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( L^\infty ) error</th>
<th>( L^\infty ) order</th>
<th>( L^2 ) error</th>
<th>( L^2 ) order</th>
<th>( L^\infty ) error</th>
<th>( L^\infty ) order</th>
<th>( L^2 ) error</th>
<th>( L^2 ) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.18E-07</td>
<td>-</td>
<td>4.37E-08</td>
<td>-</td>
<td>4.55E-07</td>
<td>-</td>
<td>1.42E-07</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>1.51E-08</td>
<td>2.97</td>
<td>5.51E-09</td>
<td>2.99</td>
<td>1.15E-07</td>
<td>1.98</td>
<td>2.76E-08</td>
<td>2.37</td>
</tr>
<tr>
<td>80</td>
<td>1.95E-09</td>
<td>2.95</td>
<td>6.90E-10</td>
<td>3.00</td>
<td>2.92E-08</td>
<td>1.99</td>
<td>5.56E-09</td>
<td>2.31</td>
</tr>
<tr>
<td>160</td>
<td>2.51E-10</td>
<td>2.96</td>
<td>8.63E-11</td>
<td>3.00</td>
<td>7.34E-09</td>
<td>1.99</td>
<td>1.15E-09</td>
<td>2.28</td>
</tr>
<tr>
<td>320</td>
<td>3.11E-11</td>
<td>3.01</td>
<td>1.08E-11</td>
<td>3.00</td>
<td>1.85E-09</td>
<td>1.99</td>
<td>2.39E-10</td>
<td>2.26</td>
</tr>
<tr>
<td>640</td>
<td>3.26E-12</td>
<td>3.26</td>
<td>1.34E-12</td>
<td>3.01</td>
<td>4.63E-10</td>
<td>1.99</td>
<td>5.02E-11</td>
<td>2.25</td>
</tr>
</tbody>
</table>

### 4 Stability and error estimates

In this section, we would like to present the stability and error estimates of the IMEX-RK3-LDG scheme proposed in the previous sections. To this end, we first give some notations which will be used throughout the remaining of this paper.
For vector-valued function \( \mathbf{v} = (v_1, v_2, \ldots, v_\ell) \top \), we denote
\[
|\mathbf{v}|^2 = \sum_{i=1}^{\ell} v_i^2 \quad \text{and} \quad \|\mathbf{v}\|^2 = \sum_{i=1}^{\ell} ||v_i||^2,
\]
where \( \| \cdot \| \) is the \( L^2 \)-norm in \( \Omega \). We use the standard norms and semi-norms in Sobolev spaces, and also use the notation \( L^\infty(H^s) \) to represent the set of functions \( v \) such that \( \max_{0 \leq t \leq T} \|v(\cdot, t)\|_{H^s(\Omega)} < \infty \).

Throughout this paper, we denote \( C \) as a generic positive constant which is independent of \( h \) and \( \tau \), also we use \( \varepsilon > 0 \) to represent an arbitrary small constant, they may have different values in different occurrence.

### 4.1 Stability analysis

For the convenience of analysis, we would like to introduce a series of notations following [21, 22]
\[
\begin{align*}
E_1w^n &= w^{n,1}_\tau - w^n; \\
E_2w^n &= w^{n,2}_\tau - 2w^{n,1}_\tau + w^n; \\
E_3w^n &= 2w^{n,3}_\tau + w^{n,2}_\tau - 3w^{n,1}_\tau; \\
E_4w^n &= w^{n,4}_\tau - w^{n,3}_\tau,
\end{align*}
\]
for arbitrary \( w \), and after some algebraic manipulations we can rewrite scheme (2.25) into the following compact form
\[
\begin{align*}
E_\ell(u^n, v) &= \Phi_\ell(g^n; u_n, v) + \Psi_\ell(g^n; w_n, v), \quad \text{for} \quad \ell = 1, 2, 3, 4, \\
(g^n, r) &= K^n(u^n, r), \quad \text{for} \quad \ell = 1, 2, 3
\end{align*}
\]
where \( u_n = (u^n, u^{n,1}_\tau, u^{n,2}_\tau, u^{n,3}_\tau) \), \( g^n = (g^n, g^{n,1}_\tau, g^{n,2}_\tau, g^{n,3}_\tau) \) and \( w_n = (w^{n,1}_\tau, w^{n,2}_\tau, w^{n,3}_\tau) \).

\[
\begin{align*}
\Phi_\ell(g^n; u_n, v) &= \sum_{i=0}^{3} \delta_{\ell i} \tau H(g^{n,i}; u^{n,i}_\tau, v), \\
\Psi_\ell(g^n; w_n, v) &= \theta_{\ell 1} \tau L(g^{n,1}_\tau; w^{n,1}_\tau, v) + \theta_{\ell 2} \tau |L(g^{n,2}_\tau; w^{n,2}_\tau, v) - 2L(g^{n,1}_\tau; w^{n,1}_\tau, v)| \\
&\quad + \theta_{\ell 3} \tau L(g^{n,3}_\tau; w^{n,3}_\tau, v),
\end{align*}
\]
for \( \ell = 1, 2, 3, 4 \). The coefficients \( \delta_{\ell i} \) and \( \theta_{\ell i} \) are listed in Table 5. See [21, 22] for more details.

**Theorem 4.1.** There exists a positive constant \( \tau_0 \) independent of \( h \), such that the solution of (2.25) satisfies
\[
\|u^n\|^2 \leq e^{\tau_0} \left( \|u^0\|^2 + C\tau \sum_{m=0}^{n-1} h^{-1}|g|^2 \right),
\]
where \( C \) is independent of \( h \) and \( \tau \), \( |g|^2 = \sum_{i=1}^{3} |g^{m,i}_a|^2 + |g^{m,i}_b|^2 \).

**Proof.** Along the same line as the proof in [21], we take the test functions \( v_\ell = u^{n,1}_\tau, u^{n,2}_\tau - 2u^{n,1}_\tau, u^{n,3}_\tau \) and \( 2u^{n+1}_\tau \) in (4.2), for \( \ell = 1, 2, 3, 4 \), respectively. Adding them together, we get the energy equation
\[
\|u^{n+1}\|^2 - \|u^n\|^2 + S = T_c + T_d,
\]
where

\[ S = \frac{1}{2} \left( \| E_1 u^n \|^2 + \| E_2 u^n \|^2 + \| E_3 u^n \|^2 + \| E_4 u^n \|^2 \right) \]  

(4.7)

is the stability term coming from the time-marching, with \( E_3 u^n = u^{n,3} + u^{n,2} - 2u^{n,1} \), \( E_3 u^n = u^{n,3} - u^{n,1} \), and

\[ T_c = \sum_{\ell = 1}^{4} \Phi_\ell(g_n; u_n, v_\ell), \quad T_d = \sum_{\ell = 1}^{4} \Phi_\ell(g_n; w_n, v_\ell). \]  

(4.8)

We will first estimate the term \( T_d \). By the definition (4.4), we get

\[ T_d = \theta_{11} \tau L(g^{n,1}; w^{n,1}, u^{n,1}) + \theta_{21} \tau L(g^{n,1}; w^{n,1}, u^{n,2} - 2u^{n,1}) + \theta_{31} \tau L(g^{n,1}; w^{n,1}, u^{n,3}) \]
\[ + \theta_{22} \tau [L(g^{n,2}; w^{n,2}, u^{n,2} - 2u^{n,1}) - 2L(g^{n,1}; w^{n,1}, u^{n,2} - 2u^{n,1})] \]
\[ + \theta_{32} \tau [L(g^{n,2}; w^{n,2}, u^{n,3}) - 2L(g^{n,1}; w^{n,1}, u^{n,3})] + \theta_{33} \tau L(g^{n,3}; w^{n,3}, u^{n,3}). \]

Furthermore, by the division of the operator \( L \), we get

\[ T_d = T_d^{\text{int}} + T_d^{\text{bry}}, \]

where

\[ T_d^{\text{int}} = \theta_{11} \tau L_{\text{int}}(w^{n,1}, u^{n,1}) + \theta_{21} \tau L_{\text{int}}(w^{n,1}, u^{n,2} - 2u^{n,1}) + \theta_{31} \tau L_{\text{int}}(w^{n,1}, u^{n,3}) \]
\[ + \theta_{22} \tau L_{\text{int}}(w^{n,2}, w^{n,1}, u^{n,2} - 2u^{n,1}) + \theta_{32} \tau L_{\text{int}}(w^{n,2}, w^{n,1}, u^{n,3}) \]
\[ + \theta_{33} \tau L_{\text{int}}(w^{n,3}, u^{n,3}), \]

\[ T_d^{\text{bry}} = \theta_{11} \tau L_{\text{bry}}(g^{n,1}; u^{n,1}) + \theta_{21} \tau L_{\text{bry}}(g^{n,1}; u^{n,2} - 2u^{n,1}) + \theta_{31} \tau L_{\text{bry}}(g^{n,1}; u^{n,3}) \]
\[ + \theta_{22} \tau L_{\text{bry}}(g^{n,2}, g^{n,1}; u^{n,2} - 2u^{n,1}) + \theta_{32} \tau L_{\text{bry}}(g^{n,2}, g^{n,1}; u^{n,3}) \]
\[ + \theta_{33} \tau L_{\text{bry}}(g^{n,3}; u^{n,3}). \]

Denote by

\[ T_d^{\text{bry}'} = \theta_{11} \tau K_{\text{bry}}(g^{n,1}; q^{n,1}) + \theta_{21} \tau K_{\text{bry}}(g^{n,1}; q^{n,2} - 2q^{n,1}) + \theta_{31} \tau K_{\text{bry}}(g^{n,1}; q^{n,3}) \]
\[ + \theta_{22} \tau K_{\text{bry}}(g^{n,2}, g^{n,1}; q^{n,2} - 2q^{n,1}) + \theta_{32} \tau K_{\text{bry}}(g^{n,2}, g^{n,1}; q^{n,3}) \]
\[ + \theta_{33} \tau K_{\text{bry}}(g^{n,3}; q^{n,3}). \]
Owing to (2.11) and (4.2b), we can derive
\[ T_d^{\text{int}} = \frac{d}{h} \tau u_N^a \top \Lambda u_N - \tau \int_\Omega q^n \top \Lambda q^n dx + T_d^{\text{bry}}, \]  
(4.9)
where \( u_N^a = ((u_{N}^{n,1})^-, (u_{N}^{n,2})^-, (u_{N}^{n,3})^-)^\top, \) \( q^n = (q^{n,1}, q^{n,2} - 2q^{n,1}, q^{n,3})^\top, \) and
\[ \Lambda = \frac{1}{2} \begin{pmatrix} 2\theta_{11} & \theta_{21} & \theta_{31} \\ \theta_{21} & 2\theta_{22} & \theta_{32} \\ \theta_{31} & \theta_{32} & 2\theta_{33} \end{pmatrix}. \]  
(4.10)
Since all the leading principal minors of \( \Lambda \) are positive, we can conclude that \( \Lambda \) is positive definite. In fact we can show in the same way that \( \Lambda - \frac{1}{2} I \) is positive definite, where \( I \) is the identity matrix. So
\[ T_d^{\text{int}} \leq -\frac{\gamma \tau}{4} \left[ \frac{d}{h} |u_N|^2 + \|q^n\|^2 \right] + T_d^{\text{bry}}. \]  
(4.11)
From Lemma 2.3 and the Young’s inequality we obtain
\[ |T_d^{\text{bry}} + T_d^{\text{bry}}| \leq \varepsilon \tau \left[ \frac{d}{h} |u_N|^2 + \|q^n\|^2 \right] + C \Delta h^{-1} \tau |g^n|^2. \]  
(4.12)
Hence
\[ T_d \leq \left( \varepsilon - \frac{\gamma}{4} \right) \tau \left[ \frac{d}{h} |u_N|^2 + \|q^n\|^2 \right] + C \Delta h^{-1} \tau |g^n|^2. \]  
(4.13)
Next, we are going to estimate \( T_c \). Notice that
\[ T_c = \sum_{\ell=1}^4 \sum_{i=0}^3 \delta_{\ell i} \tau H_{\text{int}}(u^{n,i}, v_\ell) + \sum_{\ell=1}^4 \sum_{i=0}^3 \delta_{\ell i} \tau H_{\text{bry}}(g^{n,i}; v_\ell) = T_c^{\text{int}} + T_c^{\text{bry}}. \]
Along the similar line as \cite{21}, we get
\[ T_c^{\text{int}} = -\frac{\gamma}{2} \tau \left( |u_n|^2 + \frac{3\gamma - 1}{2} |u^{n,2} - 2u^{n,1}|^2 + \frac{5(1 - \gamma)}{2} |u^{n,3}|^2 \right) + \sum_{i=1}^3 T_i, \]  
(4.14)
where we have used the property (2.10), and \( T_i \) are given as
\[ T_1 = 2(\beta_2 - \alpha_2 - \gamma) \tau H_{\text{int}}(u^{n,1}, E_4 u^n) - \gamma \tau H_{\text{int}}(E_1 u^n, u^{n,1}), \]
\[ T_2 = 2(\beta_2 - \alpha_2) \tau H_{\text{int}}(u^{n,2} - 2u^{n,1}, E_4 u^n) + \alpha_1 \tau H_{\text{int}}(E_1 u^n, u^{n,2} - 2u^{n,1}), \]
\[ + \frac{1 - 3\gamma}{2} \tau H_{\text{int}}(E_2 u^n, u^{n,2} - 2u^{n,1}) \]
\[ T_3 = 2 \gamma \tau H_{\text{int}}(u^{n,3}, E_4 u^n) + 2 \beta_2 H_{\text{int}}(E_2 u^n, u^{n,3}) \]
\[ + \left( \alpha_1 + 2\beta_2 - \frac{1 - 3\gamma}{2} \right) \tau H_{\text{int}}(E_1 u^n, u^{n,3}) - \frac{5 - 9\gamma}{2} \tau H_{\text{int}}(E_3 u^n, u^{n,3}). \]
Denote \( C_\ast \) as the maximum of the absolute value of all the coefficients in the expression of \( T_i \) for \( i = 1, 2, 3 \), and denote
\[ T_0 = \|E_1 u^n\| + \|E_2 u^n\| + \|E_4 u^n\| + \|E_3 u^n\|, \]
Thus by the aid of Lemmas 2.2 and 2.4, we can derive
\[ |T_1| \leq C_t c \tau \left( \| (u^{n,1})_x \| + \sqrt{\mu h^{-1}} (\| u^{n,1} \|_{\text{int}} + \| (u^{n,1}_0)^+ \| + \| (u^{n,1}_N)^- \|) \right) T_0 \]
\[ \leq C_t c \tau \left( \frac{C\mu}{\sqrt{d}} \| q^{n,1} \| + \sqrt{\mu h^{-1}} (\| g^{n,1}_a \| + \| g^{n,1}_b \| + \| (u^{n,1}_N)^- \|) \right) T_0. \]

Similarly,
\[ |T_2| \leq C_t c \tau \left( \frac{C\mu}{\sqrt{d}} \| q^{n,2} - 2q^{n,1} \| + \sqrt{\mu h^{-1}} (\| g^{n,2}_a \| + \| g^{n,2}_b \| + \| (u^{n,2}_N)^- \|) T_0, \]
\[ |T_3| \leq C_t c \tau \left( \frac{C\mu}{\sqrt{d}} \| q^{n,3} \| + \sqrt{\mu h^{-1}} (\| g^{n,3}_a \| + \| g^{n,3}_b \| + \| (u^{n,3}_N)^- \|) \right) T_0. \]

Then using the Young’s inequality, we obtain
\[ \left| \sum_{i=1}^{3} T_i \right| \leq \varepsilon \tau \left[ \| q^n \|^2 + \frac{d}{h} |u_N^n|^2 + \frac{d}{h} |g^n|^2 \right] + C \frac{c^2}{d} \tau \mathcal{S}, \tag{4.15} \]
where \( \mathcal{S} \) is defined in (4.7). Furthermore, from Lemma 2.3 and the Young’s inequality we obtain
\[ |T_{c,\text{dry}}| \leq \varepsilon \tau \sum_{\ell=1}^{4} \| u_{\ell} \|^2 + C c^2 h^{-1} \tau |g^n|^2 \leq \varepsilon \tau \left[ \| u^n \|^2 + \mathcal{S} \right] + C c^2 h^{-1} \tau |g^n|^2. \tag{4.16} \]

Thus
\[ T_c \leq \varepsilon \tau \left[ \| u^n \|^2 + \| q^n \|^2 + \frac{d}{h} |u_N^n|^2 \right] + C \frac{c^2}{d} \tau \mathcal{S} + C (c^2 + d) h^{-1} \tau |g^n|^2. \tag{4.17} \]

As a result, owing to (4.6), (4.13) and (4.17), and by choosing \( \varepsilon \leq \frac{\tau_0}{8} \) and letting \( \tau \leq \tau_0 \) for some \( \tau_0 \propto \frac{4}{c^2} \), we can get
\[ \| u^{n+1} \|^2 - \| u^n \|^2 \leq \varepsilon \tau \| u^n \|^2 + C \tau h^{-1} \| g^n \|^2. \tag{4.18} \]

Thus the use of discrete Gronwall’s inequality yields (4.5). \( \square \)

4.2 Error estimates

4.2.1 Reference function and the main result

To proceed with the error analysis, we follow [21] to introduce four reference functions, denoted by \( W^{(\ell)} = (U^{(\ell)}, Q^{(\ell)}) \), \( \ell = 0, 1, 2, 3 \), associated with the third order IMEX RK time discretization. In detail, \( U^{(0)} = U \) is the exact solution of the problem (2.1) and then we define
\[ U^{(\ell)} = U^{(0)} + \tau \sum_{i=0}^{3} \left( a_{i\ell} c U_x^{(i)} + \tilde{a}_{i\ell} \sqrt{d} Q_x^{(i)} \right), \quad \text{for} \quad \ell = 1, 2, 3 \tag{4.19a} \]
where
\[ Q^{(\ell)} = \sqrt{U_x^{(\ell)}}, \quad \text{for} \quad \ell = 1, 2, 3. \] (4.19b)

For any indices \( n \) and \( \ell \) under consideration, the reference function at each stage time level is defined as \( W^{n,\ell} = (U^{n,\ell}, Q^{n,\ell}) = W^{(\ell)}(x, t^n) \).

Assume the exact solution \( U \) satisfies the following smoothness:
\[ D_1^\ell U \in L^\infty(H^{k+2}), (\ell = 0, 1), \quad D_2^\ell U \in L^\infty(H^{k+1}) \quad \text{and} \quad D_4^\ell U \in L^\infty(L^2), \] (4.20)
where \( D_1^\ell U \) is the \( \ell \)-th order time derivative of \( U \). We have the following lemma.

**Lemma 4.1.** Let \( W = (U, Q) \) be the solution of problem (2.1), assume \( U \) satisfies the smoothness assumption (4.20). Denote \( W_n = (W_1, W_2, W_3) \), \( U_n = (U_1, U_2, U_3) \) and \( G_n = (G^1, G^2, G^3) \). Then for any function \( (v, r) \in V_h \times V_h \), there hold
\[
\begin{align*}
(\mathcal{E}_\ell U^n, v) &= \Phi_\ell(G_n; U_n, v) + \Psi_\ell(G_n; W_n, v) + \delta_\ell(U^n, v), \quad \text{for} \quad \ell = 1, 2, 3, 4, \quad (4.21a) \\
(Q^{n,\ell}, r) &= K(G^{n,\ell}; U^{n,\ell}, r) \quad \text{for} \quad \ell = 1, 2, 3, \quad (4.21b)
\end{align*}
\]
where \( G^{n,\ell} = (U^{n,\ell}(t^n), U_b(t^n)) \) is the reference boundary condition. Here \( \delta_\ell \) is the Kronecker symbol and \( U^n \) is the local truncation error in each step of the third order IMEX RK time-marching (4.19). Besides, there exists a bounding constant \( C > 0 \) depending on the regularity of \( U \), independent of \( n, h \) and \( \tau \), such that
\[ \|\zeta^n\| \leq C \tau^4. \] (4.22)

**Proof.** The proof is straightforward by the considered PDE and the definitions of the reference functions (4.19), so we omit it. Similar analysis can be found in [29, 30, 23]. \( \square \)

**Theorem 4.2.** Let \( U \) be the exact solution of problem (2.1) which satisfies the smoothness assumption (4.20), and \( u_n \) is the numerical solution of scheme (2.25). There exists a positive constant \( \tau_0 \) depending only on the convection and diffusion coefficients but not on \( h \), such that if \( \tau \leq \tau_0 \), then there holds the following error estimate
\[
\max_{n\tau \leq T} \|U(t^n) - u^n\|^2 \leq c^{n\tau} \left[ C(\alpha^2 + d)\tau \sum_{m=0}^{n-1} h^{-1} |\theta^m|^2 + C(h^{2k+2} + \tau^6) \right], \] (4.23)
where \( T \) is the final computing time and the bounding constant \( C > 0 \) is independent of \( h \) and \( \tau \), \( |\theta^m|^2 = \sum_{\ell=1}^3 (|\theta^{m,\ell}_a|^2 + |\theta^{m,\ell}_b|^2) \) with \( (\theta^{m,\ell}_a, \theta^{m,\ell}_b) = G^{m,\ell} - g^{m,\ell} \) the error due to the boundary treatment.

**Remark 4.1.** From this theorem we see that, optimal error estimates in both space and time can be obtained if the boundary errors \( \theta^{m,\ell}_a, \theta^{m,\ell}_b \) are of order \( O(h^{1/2} \tau^3) \). It is not easy to satisfy this condition in practice, actually the order of boundary errors can be relaxed to \( O(\tau^3) \) in computation, see the numerical results in Section 3. For the boundary treatment strategy proposed in Section 3, we could not show the optimal error estimate in time, the main reason is that the inverse inequality (2.9) is used to deal with boundary terms.
4.2.2 Proof of Theorem 4.2

We will use two Gauss-Radau projections, from $H^1(T_h)$ to $V_h$, denoted by $\pi^-_h$ and $\pi^+_h$ respectively. For any function $p \in H^1(T_h)$, the projection $\pi^+_h p$ is defined as the unique element in $V_h$ such that, for any $j = 1, 2, \ldots, N$

$$
(\pi^+_h p - p, v)_{I_j} = 0, \quad \forall v \in \mathcal{P}_{k-1}(I_j), \quad (\pi^-_h p)_j = p_j^-;
$$

(4.24a)

$$
(\pi^+_h p - p, v)_{I_j} = 0, \quad \forall v \in \mathcal{P}_{k-1}(I_j), \quad (\pi^+_h p)_{j-1}^+ = p_{j-1}^+.
$$

(4.24b)

Denote by $\eta = p - \pi^+_h p$ the projection error. By a standard scaling argument [9], it is easy to obtain the following approximation property

$$
\|\eta\| + h^{1/2}\|\eta\|_{\partial T_h} \leq Ch^{\min(k+1,s)}\|p\|_{H^s(\Omega)},
$$

(4.25)

where the bounding constant $C > 0$ is independent of $h$ and $p$, $\|\cdot\|_{\partial T_h} = \sqrt{\sum_j \|\cdot\|^2_{\partial I_j}}$.

At each stage time, we denote the error between the exact (reference) solution and the numerical solution by $e^{n,\ell} = (e^{n,\ell}_u, e^{n,\ell}_q) = (U^{n,\ell} - u^{n,\ell}, Q^{n,\ell} - q^{n,\ell})$. As the standard treatment in finite element analysis, we would like to divide the error in the form $e = \xi - \eta$, where

$$
\eta = (\eta_u, \eta_q) = (\pi^-_h U - U, \pi^-_h Q - Q), \quad \xi = (\xi_u, \xi_q) = (\pi^-_h U - u, \pi^-_h Q - q),
$$

(4.26)

here we have dropped the superscripts $n$ and $\ell$ for simplicity, and $\pi^\pm_h$ are Gauss-Radau projections defined in (4.24). Thus, owing to (2.7) and the definition of Gauss-Radau projections, we have

$$
\mathcal{H}_{\text{int}}(\eta_u, v) = 0, \quad \mathcal{K}_{\text{int}}(\eta_u, v) = 0, \quad \mathcal{L}_{\text{int}}(\eta, v) = \sqrt{d}\eta_{q,N}v_{q,N},
$$

(4.27)

for any $v \in V_h$. And by the smoothness assumption (4.20), it follows from (4.25) and the linearity of the projections $\pi^\pm_h$ that the stage projection errors and their evolutions satisfy

$$
\|\eta_u^{n,\ell}\| + \|\eta_q^{n,\ell}\| + h^{1/2}(|\eta_{u,N}^{n,\ell}| + |\eta_{q,N}^{n,\ell}|) \leq Ch^{k+1},
$$

(4.28a)

$$
\|\mathcal{E}_{\ell+1}\eta_u^{n,\ell}\| \leq Ch^{k+1},
$$

(4.28b)

for any $n$ and $\ell = 0, 1, 2, 3$ under consideration.

In what follows we will focus our attention on the estimate of the error in the finite element space, say, $\xi \in V_h \times V_h$. To this end, we need to set up the error equations about $\xi^{n,\ell}$. Subtracting those variational forms in Lemma 4.1 from those in the scheme (4.2), in the same order, we obtain the following error equations

$$
(\mathcal{E}_\ell\xi_u^{n,\ell}, v) = \Phi_\ell(G_n; U_n, v) - \Phi_\ell(g_n; u_n, v) + \Psi_\ell(G_n; W_n, v) - \Psi_\ell(g_n; w_n, v)
$$

$$
+ (\mathcal{E}_\ell\eta_u^{n,\ell} + \delta_4\xi_u^{n,\ell}, v), \quad \text{for} \quad \ell = 1, 2, 3, 4.
$$

(4.29a)

$$
(\xi_q^{n,\ell}, r) = \mathcal{K}(G^{n,\ell}; U^{n,\ell}, r) - \mathcal{K}(g^{n,\ell}; u^{n,\ell}, r) + (\eta_q^{n,\ell}, r), \quad \text{for} \quad \ell = 1, 2, 3.
$$

(4.29b)

For the convenience of analysis, we denote $\theta^{n,\ell} = G^{n,\ell} - g^{n,\ell} = (\theta_a^{n,\ell}, \theta_b^{n,\ell})$ as the error due to the boundary treatment. Then (4.29b) becomes

$$
(\xi_q^{n,\ell}, r) = \mathcal{K}_{\text{bry}}(\theta^{n,\ell}, r) + \mathcal{K}_{\text{int}}(\xi_u^{n,\ell}, r) + (\eta_q^{n,\ell}, r), \quad \text{for} \quad \ell = 1, 2, 3.
$$

(4.30)
since $\mathcal{K}_{\text{int}}(\eta_u, r) = 0$ by (4.27).

Based on (4.30) and along the similar argument as Lemma 2.4 we get the following important relationship:

$$ \| (\xi_u)_x \| + \sqrt{\mu h^{-1}} \left( \| \xi_u \| + \| \xi_u^+ \| \right) \leq \frac{C_u}{\sqrt{d}} \left( \| \xi_q \| + \| \eta_q \| \right) + \sqrt{\mu h^{-1}} \left( |\xi_{u,N}^-| + |\theta_a| + |\theta_b| \right), $$

(4.31)

where we omit the superscript $n, \ell$ for notational simplicity.

Next we are going to estimate $\xi$ by the energy method, whose procedure is similar as in the stability analysis. Taking $\tilde{v}_\ell = \xi_u^{n,1}, \xi_u^{n,2} - 2\xi_u^{n,1}, \xi_u^{n,3}$ and $2\xi_u^{n+1}$ in (4.29a), for $\ell = 1, 2, 3, 4$ respectively, and adding them together, we obtain the energy equation

$$ \| \xi_u^{n+1} \|^2 - \| \xi_u^n \|^2 + \tilde{S} = \tilde{T}_c + \tilde{T}_d + T_p, $$

(4.32)

where

$$ \tilde{S} = \frac{1}{2} \left( \| E_1 \xi_u^n \|^2 + \| E_2 \xi_u^n \|^2 + \| E_3 \xi_u^n \|^2 + \| E_4 \xi_u^n \|^2 \right). $$

(4.33)

$\tilde{T}_c$ and $\tilde{T}_d$ represent the error of the convection and diffusion parts, respectively, which are given as

$$ \tilde{T}_c = \sum_{\ell=1}^4 \Phi_\ell(G_n; U, n, \tilde{v}_\ell) - \Phi_\ell(g_n; u_n, \tilde{v}_\ell), $$

(4.34)

$$ \tilde{T}_d = \sum_{\ell=1}^4 \Psi_\ell(G_n; W, n, \tilde{v}_\ell) - \Psi_\ell(g_n; w_n, \tilde{v}_\ell). $$

(4.35)

$T_p$ is related to the projection errors which is given as

$$ T_p = \sum_{\ell=1}^4 (E_\ell \eta_u^n + \delta_{4\ell} \xi_u^n, \tilde{v}_\ell). $$

(4.36)

A simple use of the Cauchy-Schwarz inequality, the Young’s inequality and (4.28) leads to

$$ T_p \leq \varepsilon \tau \sum_{\ell=1}^4 \| \tilde{v}_\ell \|^2 + \frac{C}{\tau} \sum_{\ell=1}^4 \| E_\ell \eta_u^n + \delta_{4\ell} \xi_u^n \|^2 \leq \varepsilon \tau \left( \| \xi_u^n \|^2 + \tilde{S} \right) + C(h^{-2k+2} + \tau^7). $$

(4.37)

Next we take the term $\tilde{T}_d^{-1} = \Psi_1(G_n; W, n, \xi_u^{n,1}) - \Psi_1(g_n; w_n, \xi_u^{n,1})$ as an example to illustrate the estimate for $\tilde{T}_d$. Noticing that

$$ \tilde{T}_d^{-1} = \gamma \tau \left[ L_{\text{int}}(\xi_u^{n,1}, \xi_u^{n,1}) - L_{\text{int}}(\eta_u^{n,1}, \xi_u^{n,1}) + L_{\text{bry}}(\theta_u^{n,1}, \xi_u^{n,1}) \right]. $$

(4.38)

Owing to Corollary 2.1 and (4.30) we get

$$ L_{\text{int}}(\xi, \xi_u) = - \frac{d}{h} (\xi_u^{-N})^2 - K_{\text{int}}(\xi_u, \xi_q) $$

$$ = - \frac{d}{h} (\xi_{u,N}^-)^2 - \| \xi_q \|^2 + (\eta_q, \xi_q) + K_{\text{bry}}(\theta; \xi_q), $$

(4.39)
where we have omitted the superscript \( n, \ell \) for the simplicity of notations. Thus owing to (4.27) we have

\[
\bar{T}_d = - \frac{d}{h} \gamma \tau \left( (\xi_u^{n,1})^{-1} \right)^2 - \gamma \tau \|\xi_q^{n,1}\|^2 + V_1 + V_2, \tag{4.40}
\]

where

\[
V_1 = \gamma \tau (\eta_q^{n,1}, \xi_q^{n,1}) - \sqrt{d} \gamma \tau (\eta_q^{n,1}, (\xi_u^{n,1})^{-1}),
\]

\[
V_2 = \gamma \tau K_{\text{bry}}(\theta^{n,1}; \xi_q^{n,1}) + \gamma \tau \mathcal{L}_{\text{bry}}(\theta^{n,1}; \xi_u^{n,1}).
\]

Proceeding with similar arguments for the remaining terms and similarly as the estimate for \( T_d \) in the previous section, we can obtain

\[
\bar{T}_d = - \frac{d}{h} \gamma \tau \xi_{u,N}^n \xi_{u,N}^n - \tau \int \xi_q^n \xi_q^n \text{dx} + V_p + V_b
\]

\[
\leq - \frac{\gamma}{4} \tau \left( \frac{d}{h} \|\xi_{u,N}^n\|^2 + \|\xi_q^n\|^2 \right) + V_p + V_b, \tag{4.41}
\]

where \( \xi_{u,N}^n = (\xi_{u,N}^{n,1}), (\xi_{u,N}^{n,2}), (\xi_{u,N}^{n,3}), \) and \( \xi_q^n = (\xi_q^{n,1}, \xi_q^{n,2}, \xi_q^{n,3})^\top \). In (4.41), \( V_p \) and \( V_b \) are related to the projection errors and the boundary terms in the following forms:

\[
V_p = - \sqrt{d} \tau \eta_{q,N}^n \xi_{u,N}^n + \tau \int \eta_q^n \xi_q^n \text{dx}, \tag{4.42}
\]

\[
V_b = \bar{T}_d^{\text{bry}} + \bar{T}_d^{\text{bry}'},
\]

where \( \eta_{q,N}^n = ((\eta_{q,N}^{n,1}), (\eta_{q,N}^{n,2}), (\eta_{q,N}^{n,3}))^\top \) and \( \eta_q^n = (\eta_q^{n,1}, \eta_q^{n,2}, \eta_q^{n,3})^\top \). Using of the Cauchy-Schwarz inequality, the Young’s inequality and (4.28) leads to

\[
V_p \leq \varepsilon \tau \left( \frac{d}{h} \|\xi_{u,N}^n\|^2 + \|\xi_q^n\|^2 \right) + C \tau \left( \|\eta_q^n\|^2 + h \|\eta_{q,N}^n\|^2 \right)
\]

\[
\leq \varepsilon \tau \left( \frac{d}{h} \|\xi_{u,N}^n\|^2 + \|\xi_q^n\|^2 \right) + Ch^{2k+2} \tau,
\]

for arbitrary \( \varepsilon > 0 \). Owing to Lemma 2.3 and the Young’s inequality we can derive

\[
V_b \leq \varepsilon \left( \frac{d}{h} \|\xi_{u,N}^n\|^2 + \|\xi_q^n\|^2 \right) + Cdh^{-1} \tau |\theta^n|^2,
\]

where \( |\theta^n|^2 = \sum_{\ell=1}^2 (|\theta_a^{n,\ell}|^2 + |\theta_b^{n,\ell}|^2) \). As a consequence,

\[
\bar{F}_d \leq \left( 2 \varepsilon - \frac{\gamma}{4} \right) \tau \left( \frac{d}{h} \|\xi_{u,N}^n\|^2 + \|\xi_q^n\|^2 \right) + Cdh^{-1} \tau |\theta^n|^2 + Ch^{2k+2} \tau. \tag{4.44}
\]

We are now in the position of estimating \( \bar{F}_c \). Noting that

\[
\mathcal{H}(G; U, v) - \mathcal{H}(g; u, v) = \mathcal{H}_{\text{int}}(\xi_u, v) + \mathcal{H}_{\text{bry}}(\theta; v),
\]
since $\mathcal{H}_{int}(\eta_u, v) = 0$ by (4.27). Hence proceeding along the similar line as the estimate for $T_c$ in the previous section, by replacing $u^{n,\ell}$ with $\xi^{n,\ell}_u$ and $g^{n,\ell}$ with $\theta^{n,\ell}$, we get

$$\tilde{T}_c \leq \varepsilon \tau \left[ \| \xi^{n}_u \|^2 + \| \xi^{n}_q \|^2 + \frac{d}{h} | \xi^{n}_{u,N} |^2 \right] + C \left( \varepsilon^2 + d \right) \tau \tilde{S} + C \left( c^2 + d \right) h^{-1} \tau | \theta^{n} |^2 + Ch^{2k+2} \tau, \quad (4.45)$$

where the last term $Ch^{2k+2} \tau$ is obtained by adopting the relationship (4.31).

Taking $\varepsilon$ small enough such that $3\varepsilon \leq \frac{1}{4}$, and letting $\tau \leq \tau_0$ for some $\tau_0 \propto \frac{1}{\varepsilon}$, then owing to (4.32), (4.37), (4.44) and (4.45) we have

$$\| \xi^{n+1}_u \|^2 - \| \xi^{n}_u \|^2 \leq \tau \| \xi^{n}_u \|^2 + C \left( c^2 + d \right) h^{-1} \tau | \theta^{n} |^2 + C \left( h^{2k+2} \tau + \tau^7 \right). \quad (4.46)$$

Then by the aid of the discrete Gronwall’s inequality, we can derive

$$\| \xi^{n}_u \|^2 \leq e^{n\tau} \left[ \| \xi^{0}_u \|^2 + C \left( c^2 + d \right) \tau \sum_{m=0}^{n-1} h^{-1} | \theta^{m} |^2 + C \left( h^{2k+2} + \tau^6 \right) \right]. \quad (4.47)$$

Noting that $\xi^{0}_u = 0$, and owing to (4.28) and the triangle inequality, we get the main error estimate (4.23).

## 5 Concluding remarks

We discuss a fully-discrete IMEX-RK3-LDG scheme for the one-dimensional convection-diffusion problems with Dirichlet boundary conditions in this paper, where the order reduction phenomenon of the third order IMEX RK method is discussed and a proper boundary treatment strategy at each intermediate stage is proposed to recover the third order accuracy of the scheme. In addition, by suitably defining numerical flux at boundary, we establish an important relationship between the gradient and interface jump of the numerical solution with the independent numerical solution of the gradient and the given boundary conditions, by which we get the unconditional stability of the corresponding scheme. The results of this paper can also be extended to multi-dimensional convection-diffusion problems with Dirichlet boundary conditions. We will consider other boundary conditions in future work.
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